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ABSTRACT 

FEDERATED LEARNING TO BUILD SENTIMENT ANALYSIS MODELS FOR 

AMAZON REVIEW WITHOUT LABELED DATASET 

Ritu Kadve 
University of Houston-Clear Lake, 2023 

Thesis Chair: Dr. Kewei Sha 

In Natural Language Processing, one of the most popular tasks is sentiment 

analysis which aims to predict the sentiment of a text. It has many practical applications 

in industries such as marketing and customer service. Performance of sentiment analysis 

models play a significant role to the success of these applications. To achieve a high 

accuracy, sentiment analysis usually trains analytical models based on labeled datasets, 

preferably to large-scale labeled dataset. However, large-size labeled dataset may not be 

available because of the high-cost in labeling. Therefore, researchers study alternative 

approaches aiming to learn high accurate and reliable models based on small-scale 

labeled datasets or using other existing labeled datasets from different categories. A 

centralized model is a machine learning model that utilizes a large dataset stored on a 

central server to perform sentiment analysis. Training a centralized model on a small, 

labeled dataset can result in inaccurate or incomplete predictions. While processing 
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labeled datasets of different categories on a centralized platform, it also comes with many 

challenges such as data heterogeneity, bias towards the categories that are 

overrepresented, requirement of large amount of computational power and resources, and 

the availability of good amount of labeled data for training. In addition, it is difficult to 

select appropriate data categories to train a reliable model for the new category. In this 

thesis, we propose a federated learning approach to overcome these challenges.  

Federated Learning (FL) is a type of decentralized Machine Learning (ML) that 

lets us train data analytical models on local data without transferring data to a central 

server. When Federated Learning is applied to sentiment analysis, one server and 

multiple clients collaborate to train a reliable and accurate sentiment analysis model. In 

our scenario,  each client trains a local sentiment analysis model based on a labeled 

review dataset of a specific category, and the server makes use of the FedAvg algorithm 

to aggregate the parameters from the trained client models to build a global model for the 

new category that has no available labeled dataset. We evaluate the performance of our 

design based on a prototype implementation using Amazon review datasets. Compared 

with the centralized sentiment analysis, the proposed FL-based sentiment analysis 

performance is 10% better. This validates the potential of federated learning in training 

better data analytical models for categories with no large-scale labeled datasets.  
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CHAPTER I:  

INTRODUCTION 

1.1 Background and Significance  

Sentiment analysis is a specialized technique of Natural Language Processing 

(NLP) that helps us identify and classify the information that has opinions or emotions 

expressed in the text. The main objective of sentiment analysis is automatically 

classifying the opinions expressed in a sentence as either positive, negative, or neutral. 

This task is also known as sentiment mining, opinion mining, or emotion Artificial 

Intelligence (AI) [1]. Sentiment analysis is used in various applications like product 

review analysis [2], customer feedback analysis [3],  or social media monitoring [1].  

The most common use of sentiment analysis is to analyze the reviews. Amazon 

review dataset is considered to be one of the most popular and rich sources of user-

generated dataset. It contains millions of reviews for various product categories ranging 

from books, software, electronics, digital music, prime pantry to fashion. Analyzing the 

reviews can be considered an important aspect for a business as it provides valuable 

insights and customer’s point of view with respect to the business’s products and 

services. While a successful business requires sentiment analysis to be accurate, reliable, 

and scalable which usually demands a high-quality labeled dataset. However, labeling 

can be time-consuming and an expensive task, especially when a large-scale labeled 

dataset is preferred. When there is lack of labeled training dataset, it is difficult to build 

an accurate sentiment analysis model. Such models require a significant amount of 

training data to accurately capture the nuances of language and context.  

Sentiment analysis is subjective and context dependent. This means that when we 

train a model on a small set of labeled data, we may not be able to capture the full range 

of the sentiments that are expressed in the review category without labeled dataset. This 
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can lead to a biased model or incomplete results as the model may not accurately reflect 

the sentiments of reviews [24]. An alternative approach is to train sentiment analysis 

models for a review category that has no available labeled dataset by using existing 

labeled datasets of other categories. Centralized sentiment analysis or traditional method 

of performing sentiment analysis on different categories of review dataset possess 

challenges as well. As Amazon has various categories and each category has its own 

language and product characteristics, it is difficult to train a central model that fits all 

categories. The model’s performance depends on the contexts of the reviews, the kind of 

words used in the review and domain of the reviews. Traditional approaches based on 

labeled data of other categories might not have a high accuracy. To address these 

problems, we propose Federated Learning, which is a decentralized approach where 

multiple parties collaborate to train a global model without exchanging any data. 

Federated learning (FL) was developed in 2016 [4]. It is an approach where the 

training data does not leave the client device and is used to train models locally. The 

main idea behind federated learning is that the data remains private to each client, and the 

server only receives the local model’s parameters. This approach is extremely useful in 

sectors that require data privacy like health care, banking, and financial industries. New 

applications of federated learning are yet to be explored. 

We aim to improve the performance of sentiment analysis models for datasets that 

have no available labeled training set by training local models and then global model 

using other categories of data. In this way, a global model is trained over a more diverse 

and representative data, and most importantly on different product categories. We hope 

the trained model can be more accurate and generalizable. It can also be more efficient, 

because the data does not have to be transmitted over the network, which can reduce the 

amount of time and resources required for training. As the model is trained on multiple 
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datasets, it can be more reliable too [4]. Finally, Federated Learning helps to safeguard 

the confidentiality and security of the client data. 

In this thesis, we analyze the effectiveness of our approach by comparing it with 

the model trained using the traditional centralized sentiment analysis method and verify 

that the federated learning approach provides better performance when it comes to 

various review domains.  

1.2 Research Goals and Questions 

This thesis has the following research goals. Firstly, we want to train a sentiment 

analysis with good accuracy for datasets that have no available labeled training set. 

Secondly, we want to explore Federated Learning to achieve the above goal, i.e., building 

a global model based on local models trained from labeled dataset of different categories. 

We want to evaluate the effectiveness and efficiency of the Federated Learning approach 

in comparison to the traditional sentiment analysis approach. Additionally, we evaluate 

the performance of the proposed model with different number of categories of review 

datasets. By exploring the impact of the number of datasets and the combinations of 

categories used for training, we can identify the optimal setup for improving the 

performance of the global model. Moreover, we will examine the performance of the 

Federated Learning-based solution by training the model with a small dataset. We try to 

understand if the size of the datasets affect the model’s performance. Finally, we aim to  

address the problem of data heterogeneity by distributing the review data across the 

clients. In summary, we aim to answer the following research questions:  

1. Does the global model trained using Federated Learning perform better than a 

model trained using traditional sentiment analysis approach?  

2. How will the model trained on small dataset perform on a larger dataset of same 

category? 
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3. Does the number of datasets and combinations of categories used for global model 

training affect the performance of global model?  

4. Will creating random datasets improve the accuracy of our approach?  

5. How does the model perform for sentence-based dataset and paragraph-based 

dataset? 

1.3 Contributions of the Research  

This research provides a significant contribution to the field of sentiment analysis 

by adopting a Federated Learning approach. Firstly, Federated Learning is rather 

unexplored in the field of natural language processing [4], particularly in sentiment 

analysis on review dataset, while it is more common for applications like image 

classification, speech recognition, etc. Secondly, in this study, we compare the 

performance of federated sentiment analysis to that of traditional centralized sentiment 

analysis. We can identify the benefits of applying the decentralized sentiment analysis 

over the centralized sentiment analysis, especially in terms of the unavailability of 

training dataset and generalization across different categories of data. Lastly, we propose 

a mechanism for training a global model of datasets without labeling it, which reduces 

the cost and time required for preparing labeled training dataset needed by supervised 

learning.  

1.4 Research Design and Result 

1.4.1 Research Design 

In this study, we focus on investigating the potential of Federated Learning for 

sentiment analysis on unlabeled Amazon review data. Centralized platform to train 

analytical models from various categories of review datasets can have following 

problems:   
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1. Data Heterogeneity – There are several categories of product reviews on 

Amazon. Each category of review has its own review format, specific words, 

and product characteristics. This makes it difficult to have a single model that 

fits all categories.  

2. Bias – The model can be biased if it is trained on a centralized dataset. This is 

because of overrepresented or underrepresented review categories.  

3. Scalability – Processing a large, centralized dataset for training a model 

requires large computational power and resources.  

4. Labeled Dataset – To train a single model that fits various categories of 

datasets, the model should be trained on a big size of labeled dataset. Labeled 

datasets are not easily available.   

We aim to avoid above problems by designing a Federated Learning-based 

approach. Figure 1.4 presents the main idea of Federated Learning-based sentiment 

analysis for Amazon review. There two main components in Federated Learning– client 

and server. In Figure 1.4, each client has a category of review which is represented as 

Review data 1, Review data 2, and so on, and each local model is trained based on a 

particular dataset. The local model’s parameters are sent to the server. The server 

aggregates these parameters using FedAvg algorithm and employs them to update the 

global model. This process is repeated iteratively until the global model converges. This 

architecture enables the training of machine learning models on distributed data sources 

without the need for centralized data storage. This thesis contributes a novel approach in 

the field of sentiment analysis on unlabeled Amazon review data and evaluates its 

effectiveness.  
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Figure 1.4 Architecture of the proposed approach 

1.4.2 Result 

We find that when training a sentiment analysis model for a dataset without 

labeled training set, the proposed Federated Learning-based approach generates a global 

model with an Area Under Precision-Recall Curve (AUPRC) score of 0.887, which is 

10% better than the model generated by the traditional central approach with an AUPRC 

score of 0.800.  

We find that using combinations of review categories to train the global model 

performs fairly well across different combinations. The highest AUPRC score of 0.89 is 

achieved for the combination of Software and Digital Music datasets, stating that certain 

combinations of review dataset used for training can result in a good sentiment analysis 

model. We also answer the research questions in Chapter 1.2 by well-designed 

experiments.  
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1.5 Organization of Thesis 

In this chapter we provide the background and significance of our thesis, followed 

by the motivation of this study. Chapter II presents the literature review about Federated 

Learning in text mining and various federated learning algorithms that are relevant to 

sentiment analysis. Chapter III describes the datasets used in our study and the process to 

clean and get the dataset ready for analysis. In chapter IV, we illustrate the system 

architecture and the steps to train federated sentiment analysis models, which includes a 

detailed explanation of the local model and global model. We end this chapter by 

covering the practical implementation of Federated Learning (FL), which involves the 

creation of a federated dataset and the model training process using the federated 

approach. Chapter V discusses the performed experiments and the evaluation results. 

Chapter VI indicates the future work and Chapter VII concludes the thesis. 
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CHAPTER II:  

LITERATURE REVIEW 

2.1 Federated Learning in NLP 

As Federated Learning was recently developed, its potential in the field of Natural 

Language Processing (NLP) remains largely unexplored. One of the real-world 

implementations of Federated Learning is the “Hey Siri” wake up word detection in 

iPhones [2, 4]. Guliani et al. discusses the application of Federated Learning to train 

speech recognition models. They propose an approach that optimizes the cost of training 

using Federated Learning [18]. Smith et al. explores multi-tasking applications such as 

image processing, speech-recognition using Federated Learning. They developed Mocha, 

a novel systems-aware optimization framework for federated multi-task learning and 

highlight the importance of using Federated Learning in multi-tasking while preserving 

the user’s privacy on personal devices [22]. Federated Learning is a type of distributed 

Machine Learning. A simple way to understand the difference is that Federated Learning 

is “decentralized training over decentralized data” [10]. Hard et al. worked on increasing 

the predictive capabilities of mobile keyboards using Federated Learning approach. Here, 

Federated Learning was used to avoid the requirement of sharing user’s personal mobile 

data on a centralized platform. They analyze this approach on a large-scale data to show 

that the accuracy can be maintained while preserving the privacy of the user [20]. T. Li et 

al. highlight the importance of Federated Learning in various domains such as healthcare, 

finance, and Internet of Things. They go over the opportunities of Federated Learning in 

these domains and advantages of using Federated Learning approach [13]. 

H. B. McMahan et al. focus on developing a communication – effective approach 

to train deep learning models on decentralized data. The authors compare Federated 

Learning approach with the traditional centralized methods to show that Federated 
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Learning has promising results for training deep learning models when we have 

decentralized data. They also discuss about communication overhead and privacy 

preservation [16]. To communicate the parameters from local models to the global model, 

Xinghua Zhu et al. used FedAvg (created by McMahan et al. [8]) for-text categorization 

[7]. Federated Learning has become popular because of various reasons, mainly because 

it solves data privacy issues. Advances in Deep Learning approaches can be used by 

domains that require privacy preservation with the help of Federated Learning [8].  

Hilmkil et al. modified the parameters using a newer version of FedAvg [8]. Because 

large models cannot be used in tiny local devices, Sattler et al. used knowledge 

distillation to convey information when the local model size was small [10]. 

2.2 Federated Learning for Sentiment Analysis 

Liang W et al. used Federated Learning Edge Network (FLEN) to tackle the web 

data related to global pandemic Covid19 data for sentiment analysis. They use FLEN to 

overcome the data privacy challenge. Their approach outperforms traditional approach in 

terms of accuracy, data privacy and efficiency. FLEN can be useful for domains similar 

to healthcare, such as finance where data-privacy is important [27]. Federated Learning 

via Model Distillation (FedMD) was employed by Tsankova P. et al. for the purpose of 

detecting sentiment in tweets while maintaining data privacy. FedMD needs two 

datasets—a global dataset and a private dataset—from separate sources. They focus on 

model personalization and data-heterogeneity by introducing client-specific models and 

collaborative learning [11]. In our thesis, we implement the FedAvg algorithm on review 

categories to build a global model to predict the sentiments of category without labeled 

dataset. 
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CHAPTER III:  

 DATA COLLECTION 

3.1 Amazon Review Data 

Due to its scale and diversity, the Amazon review dataset has emerged as one of 

the most popular datasets for sentiment analysis and natural language processing 

applications. The current Amazon review dataset contains 130 million reviews from 1995 

to 2015 and a lexicon of nearly 200,000 new words. The star ratings for the reviews range 

from 1 to 5, with 5 representing the highest rating. 

The dataset is frequently used for developing and testing sentiment analysis 

models, which identify whether a review is positive or negative based on its sentiment. 

The dataset is also utilized for various other NLP applications, including topic modeling, 

text classification, etc. It is important to note that the Amazon review dataset does not 

include any personal identity information about the reviewers, or the products being 

evaluated owing to privacy concerns. The dataset has also undergone preprocessing to get 

rid of any potentially harmful material, such as profanity or hate speech. 

Moreover, we need datasets that are different from each other in terms of content 

and dialects. In order to improve the performance of Machine Learning models, it is 

important to have access to datasets that exhibit significant variability in terms of 

language and content used within them. Such diversity in datasets helps the Machine 

Learning models to learn and generalize sentiments accurately. Amazon review dataset 

has variety of products review that are  different in terms of review contexts and the size 

of the dataset. This makes Amazon review dataset a great fit to our study.   
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3.2 Description of Dataset 

3.2.1 Dataset from SNAP 

We are using the Amazon review dataset available on the SNAP website [35]. 

Choosing from various topics, we select four different categories, including Health & 

Beauty Dataset, Digital Music Dataset, Musical Instrument Dataset, Industry & Science 

Dataset and Software Dataset. The review categories Digital music and Musical 

instruments might have few similarities with respect to the word vocabulary used to 

describe music and certain language slangs. The selection of these topics was based on 

how different they are from each other and to also have categories that have few 

similarities. This helps us understand how Federated Learning approach works in case of 

extremely different datasets as well as the datasets that have few similarities among them. 

Table 3.1 gives an overview of the different categories of reviews.  

The selected categories are used to study the benefits of using Federated Learning 

to train a global model using available labeled training data. This trained global model 

will then be used to predict the sentiments of category which lacks training data. These 

categories of reviews are paragraph-based reviews. Semeval et al. analyzed why using 

longer texts (4-8 sentences) led to better accuracy for sentiment classification compared 

to using shorter texts (1-3 sentences). They suggest that this is because longer texts 

provide more context for understanding the sentiment of the text, which is particularly 

important in the case of short social media messages like tweets [29]. 
Table 3.1 Overview of Categories 

Category Positive Reviews Negative Reviews Total Reviews 
Beauty  14,981 5019 20,000 
Digital Music 12,000 8,000 20,000 
Musical Instruments 10,470 9,530 20,000 
Software 7,924 12,076 20,000 
Industry & Science 11,957 8,043 20,000 



 
 

12 

From Table 3.1,  the categories show imbalance in number of positives and 

negatives reviews. For example, the Software category has significantly more negative 

reviews compared to Beauty category.  

The review in the dataset includes information such as the reviewer's ID, the 

product ID, the rating (on a scale of 1-5 stars), and the text of the review itself. In 

addition, the dataset includes metadata such as the date of the review and whether the 

review was marked as "helpful" by other users. The dataset is of the format JSON. A 

sample from the JSON review is given in Figure 3.1. 

 

 
Figure 3.1 A sample JSON Amazon review. 

We first convert this file into csv file using the dataframe.to_csv(‘file_name’) 

command that is available from the panda’s library [28]. Once we get the csv file, we 

drop the irrelevant columns like ‘unixReviewTime’, ‘reviewerName’, ‘asin’, 

‘reviewerID’, etc. In the end, we keep 2 columns which are non-trivial for sentiment 

analysis – ‘overall’ and ‘reviewText’. The sample review is now of the format as shown 

in Figure 3.2.  
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Figure 3.2 A sample Amazon review. 

 

3.2.2 Manually Labeled Dataset 

We have used manually labeled datasets for further evaluation. Giving each 

review in the Amazon review dataset an emotion score that indicates whether it is 

positive, or negative is known as labeling. One of the critical steps in producing a labeled 

dataset for ML, including SA, is manually labeling the dataset, and then validating those 

labels.  

We use the available categories of manually labeled reviews to analyze the use of 

FL to create high-performance SA models. The labeled datasets are of the category in 

Electronics review, Beauty review, and Books review data. Table 3.2 gives an overview 

of the manually labeled categories of review. The labeled dataset is smaller in size, and is 

sentence based rather than paragraph based. These categories have been manually 

labeled. It is a time-consuming process; hence the size of the categories are 5000 for 

each. 
Table 3.2 Overview of Manually Labeled Categories. 

Category Positive Reviews Negative Reviews Total Reviews 
Labeled Beauty  4,306 694 5,000 
Labeled Books 2527 2473 5,000 
Labeled Electronics 4686 314 5,000 

 In general, reviews are of average 4-8 lines, but there exists that one sentence in 

the review that depicts the true emotion of the customer. After manually reading the 

reviews and selecting that one sentence, correct labels have been assigned to that review 

text.  
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Figure 3.3 A sample Manually Labeled review. 

Any mistakes or discrepancies can be found and fixed, and the dataset can then be 

re-labeled or updated as necessary during the label validation stage. Figure 3.3 gives an 

example of sentence-based reviews for Books category. This dataset was manually 

verified using 0 for negative and 1 for positive polarity. Since errors or biases in the 

labels might have a negative impact on the performance of the models, validation is 

crucial to ensuring that the labeled data is accurate and suitable for training ML models. 

3.3 Binarization of Review Ratings 

Binarization is a process of converting multi-class target variable into a binary 

variable i.e., with 2 classes. For sentiment analysis models, binarization is required to 

predict whether the sentiment of the review is positive or negative [30].  

We need to convert the review ratings to a binary polarity. Currently we have 

ratings as 1, 2, 3, 4 and 5 where 5 is considered to be very good or highly positive and 1 

is very bad or highly negative. 3 is considered to be more of neutral positive. This is 

called 5-class classification as there are 5 classes in which a review text can be classified. 

We want to convert these 5-classes to 2-classes – 0 and 1. This allows us to do binary 

sentiment classification of reviews, which is considered to be easier for the ML model to 

understand [30]. 
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The dataset mentioned in Chapter 3.2 are of 5-class classification. Hence, we 

convert all the ratings ranging from 3 and above as positive polarity i.e., 1 and the ratings 

1 and 2 as negative polarity i.e., 0. The resulting dataset is shown in Figure 3.4.  

 
Figure 3.4 Review Dataset snapshot after binarization. 

The labeled dataset in Chapter 3.3.2 is manually labeled to a binary polarity. 

Hence, binarization process was manually applied to these datasets. 

3.4 Data Preprocessing 

We clean the dataset for NLP task using Natural Language Toolkit (NLTK) 

libraries [34]. Figure 3.5 illustrates the steps involved in data preprocessing. First, we 

replace any non-alphabetical and non-space characters with a space. This way we can 

eliminate any special characters, numbers or punctuation marks that may not contribute 

to the sentiment of the review. After this is achieved, we use the lower() method to 

convert the entire text to lower case. This method ensures that words with the same 

spelling, but different cases, are processed uniformly. We then split the text into 

individual words using split() method.  
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Additionally, we use the Porter stemming algorithm from the NLKT library [34] 

to perform stemming. Stemming is used to convert words to their root form. For example, 

the word “running” can be converted to its root word “run” using stemming. This process 

allows for the treatment of different word forms in a consistent manner, resulting in 

improved text analysis. 

 
Figure 3.5 Data Preprocessing steps 

Finally, we remove stop words using the set() method. Stop words like ‘and’, 

‘the’, ‘a’, etc., do not contribute to the sentiment of the review. The final output is 

combined using the join() method from the NLKT library [34]. Now the corpus contains 

all clean text that is ready for analysis.  

To start the analysis, we need to covert the text into numerical form. This is done 

using Bag of Words (BoW) model. In this method, the frequency of a word is represented 

using a vector. We use the CountVectorizer from scikit-learn library to make a BoW 

representation. Figure 3.6 shows the dataset from Chapter 3.2 which is ready for 

sentiment analysis. 

 
Figure 3.6 Snapshot of cleaned dataset (from Chapter 3.2). 
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To ensure consistency, the same pre-processing techniques were applied to the 

manually labeled datasets presented in Chapter 3.2.2, and the cleaned dataset is shown in 

Figure 3.7 

 
Figure 3.7 Snapshot of cleaned dataset (from Chapter 3.2.2). 
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CHAPTER IV:  

SYSTEM DESIGN 

4.1 System Architecture 

Using the data pre-processing techniques mentioned in Chapter III, we obtain 

cleaned datasets for each review category. Figure 4.1 gives an overview of how we train 

a sentiment analysis model for new amazon category that has no available training 

dataset by using labeled datasets of other categories. In Federated Learning, client refers 

to a node that has local data and performs model training on that local data. The local 

models mentioned in Figure 4.1 refers to models that train only on their respective client 

data. Additionally in Figure 4.1 we have a server, which is a central entity that is 

responsible for sending local models to the client for training and for aggregating the 

updated parameters received from the clients.  

Each client is assigned with a review category. The server initializes weights for 

the local models and sends these local models to all the clients. The category of review is 

local to the client and is only used to train the local models. Once all the local models are 

trained on their respective category, each local model sends a copy of its parameters to 

the server. 

In Figure 4.1, the server receives the model parameters from all the clients. These 

parameters are aggregated using a Federated Learning algorithm. The aggregation of all 

the local model parameters into a single model builds a new and improved model, which 

is known as the global model. Now, the global model has the features of all the categories 

without having the need to access each category as only the local models train from them. 

In this process, the Federated Learning approach allows each category to remain local to 

its client and still contribute to the global model’s training.  
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The new global model is sent to the clients as local models for further training. 

From Figure 4.1, the server sends the global model to the clients for next round of 

training. This process is repeated for a reasonable number of iterations. The number of 

iterations depend on the size of the dataset. For larger datasets, a greater number of 

iterations are required to converge. In Machine Learning, a model converges when it has 

achieved the best possible values for the model parameters. Whereas, if the 

computational resources are limited, smaller number of iterations are preferred to avoid 

exhausting these resources. Once all the iterations are completed, we have a global model 

that can be used to predict the sentiments of category without labeled dataset of review.  

 
Figure 4.1 System design. 

4.2 Local Model and Global Model Training 

4.2.1 Local Model 

Every client, or in our case every category of review has a local model which is 

just used to train from its category. For this local model, we are using a neural network. 

The neural network is a Multi-Layer Perceptron (MLP) which has 3 layers. Each neuron 
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in the input layer  is a representation of a features of the input data. In sentiment analysis 

model, features are the presence of certain words in the review texts, the length of the 

review text or the part of speech of the certain words. NLTK Libraries [34] can be used to 

automatically identify the most relevant words or phrases based on their frequency. This 

approach is known as feature selection. For example, if we consider a review for a guitar, 

NLTK library looks for words like "sound quality," "playability," "tone," "neck," 

"fretboard," "pickup," "price," and "brand," in the review text among others. The size of 

the input layer is decided based on the size of the X_train vector shape. Hence it is 

important for the size of the input layer to be equal to the number of features of the input 

data. The output of this neural network gives the sentiment of the review text, which is 

either 0 or 1. For the Multi-layer perceptron in Figure 4.2, the input layer has 1500 

neurons, the hidden layer has 15 neurons, and the output layer has a single neuron.  

 

 
Figure 4.2 MLP - Neural Network. 

We use the ReLu activation for the input, the hidden layer and sigmoid activation 

for the output layer.  
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Client Model Optimizer Function 

The function client_model_optimizer is called inside the Federated Learning 

training loop. This function is used to create a copy of the global model and sends the 

copy of this model to the clients involved in the training. This function has two 

arguments as input – client which is the specific client that receives the model copy and 

the global model that will be copied. The copy of the global model is created using the 

copy() keyword and this copy is sent to the client using the send() keyword from the 

PyTorch library [33]. After the copy is sent to the client, this function initializes the 

gradient descent used for training. The gradient is used to minimize the loss function of a 

ML model. A loss function is the measure of the difference between the predicted value 

and the actual value. We aim to reduce this difference in order to make accurate 

predictions. We use the Stochastic Gradient Descent (SGD) with a learning rate of 0.2. 

The value of learning rate gives the rate by which the model parameters are updated in 

each iteration. Choosing a high learning rate can result in an overshoot of optimal 

solution and diverge [31]. The optimization process may not converge to the minimum 

point of the loss function. The loss may start increasing again, which leads to poor model 

performance. This function returns the local copy of the global model and the gradients 

used for local training on the client node.  

Training Each Client Function 

This function is used to train each client’s model on its local data. This function 

takes the following arguments – the optimizer for the local model, the local model, data 

of the client and the target values for the input data. This function returns the updated 

client model, the loss value, and the gradients. This function is implemented in the 

following steps.  
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1. The gradients of the parameters of the local model with respect to the loss 

function are initialized to 0. If the gradients are not cleared at the start, it may 

cause unexpected behavior. This is because PyTorch stores gradients on every 

backward pass [33].  

2. The local data is passed over to the local model to generate the outputs. 

3. The loss function is applied to the predicted output and the target labels. This 

process is used to calculate the loss value.  

4. The gradients of the loss value are calculated with respect to the parameters of 

the model using back propagation.  

5. The optimizer uses the gradients calculated in the previous step to update the 

model’s parameters.  

4.2.2 FedAvg Algorithm 

The most commonly used algorithm in federated learning for text-based analysis 

is FedAvg. As the name suggests, this algorithm averages the weights obtained by the 

client and sends the aggregated weights to the server. This algorithm in Figure 4.2 was 

introduced by McMahan et al. and describes the practical implementation of Federated 

Learning [8].  

FedAvg , is an extended implementation of Federated Stochastic Gradient 

Descent (FedSGD [7]). For fixed learning rate 𝜂 and the total number of clients K, the 

pseudocode for the FedAvg algorithm is given in Figure 4.2 [8].   

1.  The server initializes the model parameters (w0) at the start of training.  

2. For each round of training (t = 1,2,...), the server selects a random subset of 

clients (St)  to participate in the training process based on the value of m.  

St ¬ (random set of m clients) 

The number of clients m is selected based on a maximum value (C · K,  1).  
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The hyperparameter C controls the fraction of clients selected in each round of 

training, and its value is determined through a process of trial and error. C can 

take values ranging from 1 to K, and the value that results in the best 

performance is selected. This approach aims to optimize the performance of 

the FedAvg algorithm by selecting the optimal fraction of clients to participate 

in each round of training. 

3. Each selected client (k) performs a local update of the model parameters (wt) 

in parallel with other clients using the ClientUpdate function.  

𝑤!"#$ ⟵ 𝐶𝑙𝑖𝑒𝑛𝑡𝑈𝑝𝑑𝑎𝑡𝑒(𝑘, 𝑤!) 

The ClientUpdate function is a local update function performed on each client. 

The client splits its local data (Pk) into batches of size B and performs multiple 

epochs (E) of training on each batch (b) using gradient descent (▽). The weights 

are updated by subtracting the product of the learning rate (η) and the gradient 

of loss function (l) from the current weights.  

𝑤	 ← 	𝑤 − 𝜂∇𝑙(𝑤; 𝑏) 

4. After each epoch, the updated model parameters (w) are returned to the server.  

5. The updated model parameters from each client are averaged and then the 

averaged value is assigned to the new global model parameter (𝑤!"#).  
𝑤!"# ←	8

𝑛$
𝑚$

	
$∈'!

𝑤!"#$  

where mk is the aggregated value of nk for the selected clients at each round of 

the Federated Learning algorithm [8]. 
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Figure 4.3 FedAvg Algorithm [8] 

4.2.3 Global Model 

The global model in federated sentiment analysis is a Machine Learning model 

that is built by combining the local model parameters from the participating clients. The 

goal of the global model is to be able to predict the sentiments of a category of review 

which does not have a labeled training data. The local models' parameters are pooled 

after each round of training to create the global model, which is typically trained over 

several rounds. The performance of the global model is enhanced over time by this 

repeated process of training and aggregation.  

The important steps involved in the training of the global model are shown in 

Figure 4.4. The function used to train the global model takes the following inputs – all the 

local models and global model. Firstly, we find the number of local models. We initialize 

variables to store the aggerated weights.  

In a loop, we use the get() method as shown in Figure 4.4 to get the local model’s 

parameters to the central server. These parameters from all the local models are summed 
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and stored in the corresponding variables that were initialized in the beginning. These 

variables now store the sum of the local model’s parameters.  

Then the sum of the parameters are averaged by dividing them with the number of 

clients. As shown in Figure 4.4, the set() function is used replace the parameters of the 

global model with these new averaged parameters. At the end, the new updated global 

model is returned.  

 
Figure 4.4 Updating the Global Model Parameter. 

4.3 Federated Learning Implementation 

4.3.1 PySyft Libraries for Federated Learning 

We make use of the OpenMind’s PySyft libraries to implement the Federated 

Learning models mentioned in Chapter 4.2. It is an open-source library which has various 

methods to perform private Machine Learning functions. PySyft provides tools to execute 

distributed Machine Learning tasks and Federated Learning. This library allows 

collaboration of multiple datasets to perform Machine Learning operations without the 

need of sharing the data with each other or with an authority. 

 

 



 
 

26 

4.3.2 Client Initialization 

In order to start our implementation, we need to set up our Federated Learning 

environment. In our study, our aim is to train the global model with four different review 

categories and test it with a completely different category. This implies that we need four 

different clients and one server. Each client will have one category of review as its local 

data and as there are four categories of reviews, each category will be assigned to a client. 

Hence, we have four clients. 

PySyft libraries provides virtual workers which is used to create workers – clients 

or server for Federated Learning. We can access the virtual workers by initializing a 

hook. This hook object is used to add the PySyft functionality into PyTorch framework 

[33]. Once the hook object is initialized, we can access the virtual workers by using the 

sy.VirtualWorker() function. This function takes the hook object and the client ID which 

can be defined by you and can be a string as an input. For example, for client 1 the virtual 

worker will be defined as following – 

 client1 = sy.VirtualWorker(hook, id='client_1'). 

4.3.3 Federated Dataset 

To train a machine learning model on a distributed dataset using PySyft, we need 

to create a federated dataset. The federated dataset contains a reference to the individual 

category but the data itself remains on the respective client node. The individual 

categories are not combined to form a single dataset. The local categories of review are 

the individual categories and the reference to these categories are stored in the federated 

dataset. The reference to each individual category in the federated dataset contains 

information about the location and access permissions of each category. 

 PySyft provides a function that can take the individual client dataset as input and 

create a Federated Dataset. This federated dataset is now given to a FederatedDataLoader 
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which will iterate over remote batches. FederatedDataLoader is a function from PySyft to 

create a data loader. Unlike centralized dataset, we need an interface where the data is 

only accessed by the client and should also be able to create batches of individual client 

data. This cannot be done by a traditional data loader as the data is private to each client.  

4.3.4 Federated Training 

The federated training is performed by invoking a training function. The training 

functions takes the following arguments as input - list of all clients, model, federated data 

loader, validation data, local data loader, number of epochs, C, and local iterations which 

is the number of iterations per client per round. 

 C is the number of clients that will be selected randomly for each iteration to 

perform local training on their respective categories of review. The selected clients will 

be used to train their models locally and send the updated models to the central server for 

averaging. The client model optimizer function is called to send out a copy of this model 

back to its client and also to get the optimizer for that client model.  

Below are the steps involved in training the global model – 

1. The number of epochs are set to 0 to start the training. 

2. For every round of training, C clients are selected for training.  

3. For every client in the subset C, local model is created and sent to the client 

using the client_model_optimizer function mentioned in Chapter 4.2.1. This 

function returns the local model and gradients of the local model. These two 

variables are stored in lists. 

4. Using the train_each_client function from Chapter 4.2.1, each local model is 

trained for specific local iterations on the federated data loader. The lists 

storing the local models and gradients of the local models are updated again.  
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5. Once all the clients from the subset C have been trained, the global model is 

trained using the function described in Chapter 4.2.3. The global model 

receives the aggregated parameters using this function and these parameters 

are stored in the model variable. 

6. All the above steps are repeated until the number of epochs are completed.  

Once all the epochs are completed, we have a new and improved model – global model 

that is built using the local model’s parameters.  
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CHAPTER V:  

EXPERIMENTS AND RESULTS 

5.1 Experimental Setup  

 We aim to develop a model that can be used to predict the sentiments of a review 

category without labeled dataset in case of unavailability of labeled training data. Hence, 

to test how our approach performs, we need to test the global model’s performance 

against a new review category. We use the AUPRC score to understand the performance 

of the global model on a different domain of review dataset. 

For evaluating the Federated Sentiment Analysis (FSA), we take multiple 

scenarios under consideration. The main focus of all the experiments is to understand and 

analyze the Federated Sentiment Analysis model’s performance when there is no 

availability of trained labeled category. Hence in all approaches, the model is tested on a 

different category of data whose language and context of reviews remains unknown to 

the global model. Hence, we consider the following experiments.  

5.1.1 Federated Sentiment Analysis Model Trained using 4 Different Categories 

We use four different categories as shown in Figure 5.1 - Industry & Science, 

Software, Musical Instruments and Digital Music to train the global model by utilizing 

the Federated Learning environment and compare it to a model using a centralized 

dataset (The four categories have been combined into a single dataset). The main focus of 

our thesis is to analyze how the global model performs on a category without labeled 

dataset when it has been trained on different categories. The category without labeled 

dataset is the beauty category as this category has not been used for model training. We 

compare these results with the traditional way of doing sentiment analysis, also known as 

the centralized sentiment analysis. This experiment provides an insight to our first 

research question.  
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We want to build a global model that fits and accurately predicts the sentiments of 

variety of review categories even if the language and context of the new review category 

is unknown to the model. In the field of Machine Learning, it is common to train a model 

on one dataset and test it on another to check and verify the model’s performance on 

fresh, untested dataset. The language and context of each review category depends on the 

user, the product, and the domain. It is important to train the model on a set of review 

data and then test it on a completely different review data to understand the capabilities 

of the built model.  

 

 
Figure 5.1 Global model trained using 4 different categories. 

5.1.2 Federated Sentiment Analysis Model Trained using Small Dataset   

This experiment aims to investigate the second research question. This approach 

allows us to understand the impact of smaller dataset size on the performance of the 

global model. From Figure 5.2, a small subset of the Beauty category dataset with a size 

of 5000 is used for training the global model, which is subsequently evaluated on a larger 

dataset of the same category with a size of 20,000. 
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Figure 5.2 Global model trained using small dataset. 

This is compared with traditional sentiment analysis, where we use the same 

Beauty category with a size of 5000 to train the model and test on the same category with 

a size of 20,000. We analyze how Federated Learning performs compared to a traditional 

sentiment analysis in training on a small dataset and testing on a larger dataset of the 

same category. By comparing these two approaches, we can determine which method is 

more effective in this particular scenario. 

5.1.3 Federated Sentiment Analysis Model Trained using Combinations of 

Categories 

This experiment is used to analyze the impact of the number of categories to the 

performance of the Federated Sentiment Analysis models. This experiment aims to 

analyze the impact of adding a new category of training data on the performance of the 

global model. We investigate the number of categories and type of categories used for 

global model training and their effect on the performance of global model.  

For this, we use different combinations of the datasets – single dataset, 

combinations of two datasets and combinations of three datasets to train the global model 

and test it out on the unknown dataset. As we have four training categories, we test out all 

the possible combinations starting from a single category, and then we test two categories 

and then three categories. The datasets mentioned in Chapter 3.2.1 – Software, Digital 

music, Industry & Science and Musical instruments are used for training the global 

model. The model is then tested on the Beauty category. 
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From Figure 5.3, we have three training and testing setups - First for single 

category, second for combinations of two categories and third for combinations of three 

categories.  

 
Figure 5.3 Global model trained using different combinations of categories. 

For single datasets, we train the global model on say “Software” category and test 

it out on the Beauty category. Training a global model on a single category dataset can 

provide valuable insights into the model's behavior in the presence of limited training 

data. After we use this process for all the categories, we move on to using combination of 

two categories like "Software" and "Musical Instruments." We train the global model on 

all the possible combinations of two categories and test all the models on Beauty 

category. Additionally, we make combinations of three categories, for instance – 

“Science & Industry”, "Software" and "Musical Instruments" and test the model on 

Beauty category. We repeat this for all possible combinations of three categories. We 
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compare all the combinations of single datasets, two datasets and three datasets to 

analyze the impact of category type and number of categories on model’s ability to label 

a category without labeled dataset. 

5.1.4 Federated Sentiment Analysis Model Trained using Diverse Set 

This experiment helps us analyze the performance of the global model when the 

data is more distributed among the clients. We use the datasets from Chapter 3.2.1 – 

Software, Industry & Science, Digital Music, and Musical Instruments for training. We 

combine all four categories of review dataset, shuffle them, and then randomly form 

subsets. These subsets are the new distribution. The size of each subset is 26,666 as the 

combined dataset is equally divided into three sets. As all the categories are equally 

distributed, every client has characteristics of different categories for its local model’s 

training.  

From Figure 5.4, these subsets are then used to train the global model and test it 

again on a completely different category. The number of subsets used to train the global 

model are changed to see the significance of number of subsets on the global model’s 

performance. 

 

 
Figure 5.4 Global model trained using subsets. 
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5.1.5 Federated Sentiment Analysis Model Trained using Different types of Datasets 

In this experiment, we investigate the performance of Federated Sentiment 

Analysis model on different types of review datasets: sentence-based and paragraph-

based datasets. The goal is to compare the performance of model on sentence-based and 

paragraph-based categories. This experiment seeks to determine whether the granularity 

of the review text has any significant effect on the accuracy of the sentiment analysis 

model. 

The sentence-based dataset used in this experiment has been manually labeled as 

mentioned in Chapter 3. For this approach, we have three categories of reviews, and these 

three categories are of two sub-types. We have the manually labeled sentence-based 

categories of Electronics, Books and Beauty from Chapter 3.2.2, and we have the labeled 

paragraph-based categories of Electronics, Books and Beauty from Chapter 3.2.1. We 

compare the performance of global model in two scenarios as shown in Figure 5.5. 

1. Global model trained on sentence-based manually labeled Electronics and 

Books and tested on sentence-based manually labeled Beauty category. 

2. Global model trained on paragraph-based labeled Electronics and Books and 

tested on paragraph-based labeled Beauty category. 
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Figure 5.5 Global model trained using Sentence-based vs Paragraph-based.

We compare the model trained using  manually labeled sentence-based dataset to with 

paragraph-based dataset to understand the importance of the type of dataset. 

5.2 Evaluation Techniques 

To understand the model performance, we print the Area Under the Precision-

Recall Curve (AUPRC) score. AUPRC score is a more suitable metric than accuracy in 

imbalanced datasets where the classes are not equally represented. In such cases, 

accuracy can be misleading because it gives equal weight to both classes [32].   

The dataset is split into 3 sets: training set which is used to train the model, 

validation set which is used to fine-tune the model’s parameters and testing set which is 

used to assess the model’s performance. The testing set is Beauty category, and the 

training set are the different review categories mentioned in Chapter 5.1. The validation 

set consists of 25% of the training set, which is used for cross-validation. This process 

helps ensure that the model is not overfitting to the training data and can generalize well 

to new data. 
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5.3 Results and Discussion 

5.3.1 Results for Federated Sentiment Analysis Model Trained using Four Different 

Categories 

These results can be used to answer our research question i.e., does the global 

model perform better than a model trained using traditional sentiment analysis approach? 

We build a global model from different categories to further predict the sentiments of a 

category without labeled dataset. These results indicate that we can use Federated 

Learning to build a global model from different categories of reviews which can predict 

the labels on a category without labeled dataset.  

We compare the Federated Learning approach to the centralized sentiment 

analysis approach. All the four categories of review are combined into one dataset to 

perform centralized sentiment analysis. To understand the performance of the federated 

approach better, we use MLP from Chapter 4.2.1 to analyze the sentiments of the reviews 

in the traditional environment.  

We also investigate the behavior of the global model when the size of the dataset 

is increased. It is important to know if larger datasets improve the model’s performance 

or if the additional data leads to diminishing results. From Figure 5.6, the AUPRC score 

of 0.8 was reported in the traditional approach. We have two scenarios; we use a dataset 

size of 10,000 for the four different categories. The global model trained on this set of 

reviews achieved an AUPRC score of 0.8486. From this AUPRC score we understand 

that the model performs reasonably well at classifying the positive and negative 

sentiment in reviews.  

The second scenario has an increased dataset size of 20,000 for the four different 

datasets. This model achieved an AUPRC score of 0.887, which is higher than the 
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previous score. This indicates that the larger dataset leads to better model performance. 

This is because a larger dataset provides more training examples. 

Figure 5.6 AUPRC Scores for federated learning vs traditional SA. 

5.3.2 Results for Federated Sentiment Analysis Model Trained using Small Dataset 

We investigate the performance of Federated Learning in comparison to 

traditional sentiment analysis when training on a small dataset and testing on a larger 

dataset of the same category. By comparing these two approaches, we aim to assess the 

effectiveness of each method. We can determine the potential of Federated Learning as 

an alternative approach for training better data analytical models for categories with no 

large-scale labeled datasets. 

From Figure 5.7, the results show that the global model trained using Federated 

Learning outperforms the traditional sentiment analysis model with an AUPRC score of 

0.81 compared to 0.774 for the traditional model. This indicates that Federated Learning 
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is a more effective approach for training models using a small dataset, which can be 

useful in scenarios where there is limited availability of data. 

 

 
Figure 5.7 AUPRC Scores for small size datasets. 

5.3.3 Results for Federated Sentiment Analysis Model Trained using Combinations 

of Categories 

In this experimental setup, we try to figure out if the choice of categories effects 

the testing of the global model. We analyze this scenario by training the global model 

with single categories and test it out on a separate Beauty category. S denotes Software, 

MI denotes Musical Instruments, DM denotes Digital Music and IS denotes Industry & 

Science. From Figure 5.8, the AUPRC scores is the highest - 0.882 for the Musical 

Instruments. This score suggests that the model performed well in classifying positive 

and negative reviews for the testing category. 

We train the model on training Beauty dataset and test it on the same category 

testing dataset. This model performs better with an AUPRC score of 0.9718. This is 

because the model is familiar with the word vocabulary and the domain of the review.  
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Figure 5.8 AUPRC Scores for single training dataset. 

 

Now we consider combination of two categories. This way we understand if 

selecting any two categories improves the global model’s performance. From Figure 5.9, 

we have all the possible combinations for the four datasets. We see that the Software and 

Digital Music dataset achieves an AUPRC score of 0.897, which is higher than the 

performance of the model trained on a single category -Musical Instruments. This 

suggests that combining these two categories improved the performance of the global 

model in detecting positive reviews. Digital Music and Musical Instruments have an 

AUPRC score of 0.877, which indicates that these two categories might have more 

relevance to the testing category. Hence, the model trained from these two categories 

performs better in predicting the sentiments of Beauty category. 

The combination of Software and Digital Music datasets proved to be the most 

effective, while Industry & Science and Digital Music datasets resulted in the lowest 

AUPRC score. 
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Figure 5.9 AUPRC Scores for 2 different combinations of training data. 

 

We test the performance of the global model when we use three categories to train 

the model. S denotes Software, MI denotes Musical Instruments, DM denotes Digital 

Music and IS denotes Industry & Science. In Figure 5.10, the model trained with 

Software, Digital Music and Musical Instruments performed relatively high with an 

AUPRC score 0.8715, indicating that there may be few similarities in the sentiments of 

reviews across these categories. The scores for combinations of Software and Industry 

and Science, and Digital Music are also relatively high – 0.8702, indicating that 

sentiment analysis can be effective across different domains of review datasets.  
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Figure 5.10 AUPRC Scores for 3 different combinations of training data. 

 

Overall, in this experiment we see the impact on the global model’s performance 

with respect to the number of categories and the combination of categories used for 

training. In our case, using two combinations of categories – Software and Digital Music 

gives a good sentiment analysis model to label the Beauty category when compared to a 

single category or three categories. These two categories might have similar word 

vocabulary, dialects, and review contexts with respect to our testing category of review. 

Hence, it is important to select the categories for training a global model depending on 

the requirement of the application or study. 

5.3.4 Results for Federated Sentiment Analysis Model Trained using Diverse Set 

The experiments from Chapter 5.1.3 is related to this experiment as both of these 

investigate the impact of different factors on the performance of the global model. In 

Chapter 5.1.3, the impact of the number and type of categories used for training is 

analyzed, while in this experiment, the impact of the distribution of the data among the 

clients is studied. Both experiments are designed to improve the performance of the 

global model. 
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In this experiment, the review datasets of four categories – Software, Industry & 

Science, Musical Instruments and Digital Music are combined and then randomized using 

a shuffling process to form three subsets of equal size. These subsets are denoted as 

subset 1, subset 2, subset 3, and are considered as a new distribution used to train the 

global model. Here, we try to analyze if creating random subsets from combining 

different categories improve the performance of our approach. From Figure 5.11, an 

AUPRC score of 0.89 was obtained when the global model was trained using all three 

subsets. The AUPRC score decreased to 0.8774 when subsets 1 and 2 were used for 

training. The AUPRC score was 0.8832 when subsets 1 and 3 were used for training, and 

it was 0.8726 when subsets 2 and 3 were used.  

The best result was achieved when all three subsets were used, followed by 

subsets 1 and 3 or subsets 1 and 2. The least performance was obtained while using 

subsets 2 and 3. 

 

  
Figure 5.11 AUPRC Scores for different combinations subsets of training data. 
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As a whole, this experiment helps us understand that when the data is more 

distributed among clients, it improves the global model’s performance. The observed 

improvement can be attributed to the fact that the local models are trained on a wider 

range of review contexts and vocabulary, which in turn enhances the performance of the 

global model as it relies on the training of the local models.  

5.3.5 Results for Federated Sentiment Analysis Model Trained using Different types 

of Datasets 

This experiment is used to analyze the performance of Federated Sentiment 

Analysis model on different type of datasets. We compare sentence-based review dataset 

with paragraph-based review dataset. We aim to investigate the impact of the review text 

granularity on the performance of a federated sentiment analysis model. 

We consider two scenarios. Firstly, we train the global model on manually labeled 

sentence-based Books and Electronics category and test on manually labeled sentence-

based Beauty category. From Figure 5.12, we get an AUPRC score of 0.88. Next, we 

train the global model with paragraph-based Books and Electronics categories and test it 

on paragraph-based Beauty category. We get a better AUPRC score of 0.911. One reason 

could be the smaller size of the sentence-based dataset, compared with the paragraph-

based dataset. Overall, Federated Learning can be used in case of sentence-based datasets 

and paragraph-based datasets as it performs well in both scenarios.  
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Figure 5.12 AUPRC Scores for Sentence-based vs Paragraph-Based dataset. 
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CHAPTER VI:  

FUTURE SCOPE AND CHALLENGES 

Federated Sentiment Analysis shows great promise in improving the model’s 

performance to label a new category of data, while there are several challenges that must 

be addressed to fully realize its potential. One of the challenges of Federated Sentiment 

Analysis is selecting the appropriate categories of review for training the model. 

Selecting categories requires careful consideration of characteristics of the target category 

and the available labeled category. Future research could investigate methods for 

selecting datasets that are representative of the target category, while also ensuring that 

the resulting model is not biased towards specific categories that are overrepresented in 

the training data. 

Another challenge is training the model on large, labeled datasets. Federated 

Learning approach has shown to be effective on small datasets, while its impact on large 

size datasets is still unclear. Future research could investigate how Federated Learning 

approach can be adapted to work with larger datasets. Additionally, handling imbalanced 

datasets is a significant challenge of Federated Sentiment Analysis. Imbalanced datasets 

can lead to bias that makes it difficult for the model to accurately predict the sentiments 

of underrepresented categories. Future research could investigate techniques for handling 

imbalanced datasets in a federated setting by utilizing techniques to increase the amount 

of labeled data for underrepresented categories. 

Semi-supervised learning algorithms rely on both labeled and unlabeled data to 

train models, and in a federated setting, the labeled data is limited. Semi-supervised 

learning can be used to leverage the vast amounts of unlabeled data that are available for 

sentiment analysis, potentially improving the accuracy of the resulting models. Exploring 

semi-supervised learning is another direction for future research in Federated Learning.   
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CHAPTER VII:  

CONCLUSION 

In conclusion, this thesis proposes a Federated Learning based approach for 

sentiment analysis, which addresses the challenges of centralized models such as data 

heterogeneity, bias, and the requirement of large computational resources. The proposed 

approach uses multiple clients to train local sentiment analysis models on labeled review 

datasets of specific categories. FedAvg algorithm is used to aggregate the parameters 

from these models to build a global model for a new category with no labeled dataset. By 

evaluating the performance of this approach using Amazon review datasets, it is found 

that the Federated Learning-based sentiment analysis outperforms centralized sentiment 

analysis by 10%. This result demonstrates the potential of federated learning in training 

accurate and reliable sentiment analysis models for categories without labeled training 

datasets. Federated Learning adaptation for training models with smaller datasets led to 

improved performance compared to models trained using traditional sentiment analysis 

with smaller datasets. Selecting the right number and combination of categories for the 

global model training is crucial, and more distributed data among clients improves the 

model's performance. Overall, this research provides valuable insights and a new 

direction for developing more efficient and effective sentiment analysis models using 

federated learning. 
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APPENDIX A:  

ACRONYMS 

NLP – Natural Language Processing  

FL – Federated Learning 

ML – Machine Learning 

FLEN - Federated Learning Edge Network  

AUPRC – Area Under Precession Recall Curve 

BoW – Bag of Words 

TP – True Positive 

TN – True Negative 

FP – False Positive 

FN – False Negative 

FSA – Federated Sentiment Analysis 

NLKT  – Natural Language Toolkit 

MLP – Multi-Layer Perceptron 

FedMD  – Federated Learning via Model Distillation 

FedAvg – Federated Average 

FedSGD - Federated Stochastic Gradient Descent  

SGD – Stochastic Gradient Descent 

 
 


