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ABSTRACT 
 

RULE EXTRATION FOR INFREQUENT CLASS 
 
 
 
 

Anuprabha Arputharaj 

University of Houston-Clear Lake, 2019 
 
 
 
 

Thesis Chair: Soma Datta, PhD 
 
 

 

The thesis narrates the classification rules that are developed in the infrequent class to make 

decisions about their future actions. Rules are the most expressive and most human-readable 

representation for any kind of hypotheses made in the prediction world. Dealing with the 

imbalanced datasets it is always portrayed that the standard classifier algorithms are always 

biased towards the Majority class which finally gives more rules for the majority class when 

compared to the infrequent class. That is because the conventional algorithms loss functions 

attempt to optimize quantities such as error rate and not taking the data distribution into 

consideration. The importance of the infrequent class will be picturized clearly only in the 

form of the rules that are developed from them. The thesis emphasizes the use of 

Undersampling technique which is one of the naïve methods used to balance the data and 

apply the clustering algorithm which clusters the attributes of the similar features and 

categorize them according to their distance as Euclidean distance and Manhattan distance. 

The clusters that are generated from the Euclidean distance contributes to the majority class 

and the Manhattan distance contributes to the minority class. This helps in 
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increasing the minority count of the dataset when compared to the original dataset. 

Creating a new dataset from them are applied to the conventional classification algorithm 

to obtain more rules for the minority class which helps in further predictions. The 

proposed algorithm generates more readable and understandable rules with increased 

coverage for the minority class when compared to the previously published works. 
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CHAPTER I: 
 

INTRODUCTION 

 

Most real-world classification problems display some level of class imbalance, 

which is when each class does not make up an equal portion of the dataset. In this 

distribution of dataset, the total number of negative samples is called the majority class 

since it contains a majority of the instances and the total number of positive samples is 

called the majority class as it contains a smaller number of instances. The class imbalance 

problem is one of the important problems for classification studies in data mining 

because this class imbalance targets real-life applications like credit card transactions, 

medical diagnoses in the identification of rare diseases, detection of oil spills, financial 

industry, e-mail foldering, anomalies, electricity pilferage, etc. The classification problem 

for imbalanced data is interesting and challenging to researchers because most standard 

data mining methods are biased and inaccurate towards the imbalanced class [2]. This 

means that the standard learning model suffers from the accuracy paradox which causes 

poor classification of the majority class. The main reasons for the poor performance of 

the existing classification algorithms on imbalanced datasets are 1. The conventional 

algorithms are accuracy driven and they tend to minimize the overall error to which the 

majority class contributes very little, 2. They tend to assume that there is an equal 

distribution of data for all the classes. An imbalanced problem in the data could interfere 

with the detection process and lead to misclassifying the problem which involves real-life 

application datasets [2]. 

 
Researchers are addressing this data imbalance as a major problem because the 

prediction rate of the minority class is very low when compared to the majority class 

mainly in disease diagnosis and fraudulent detections [3] [4]. 
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Figure 1.1. Class Distribution of Imbalanced Class 

 

The imbalanced class problem can be explained with the help of the most popular 

imbalanced dataset which involves fraudulent and non-fraudulent transactions. The fraud 

observations constitute just 0.1% of the entire dataset, representing a typical case of the 

imbalanced class. After applying the classification algorithm, the model shows a very high 

accuracy since it contains 95% of the transactions which are non-fraudulent, and the model 

predicts all non-fraudulent transactions as accurate. However, because fraudulent only 

accounts for 0.1% and predictive fraud accounts for 5% of the total observations, there is no 

evidence that the model has higher accuracy since the 5% of the observations are not taken 

into account since they are considered as noise. In this case, the cost of the false negative is 

usually much larger than the false positive, yet the machine learning classification algorithms 

penalize both with similar weight. The importance of the imbalanced class is neglected here 

due to the minimal number of observations. This leads to a minimal number of rules from the 

target class, which are unable to predict how the fraudulent transactions are made. This 

classification algorithm performance is measured by the confusion matrix which contains 

information about the actual and predicted classes. 
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Table 1.1 

Confusion matrix for two-class classification 
 

Actual Predicted  
   

 Positive class Negative class 

   

Positive class True positive (TP) False negative (FN) 

   

Negative class False positive (FP) True negative (TN) 

   

Accuracy of a model= (TP + TN) / (TP + FN + FP + TN) 
 
 

Researchers have generally addressed two kinds of solutions for data classifications 

dealing with imbalanced problems: solving by data level by sampling and solving by 

algorithm level by using sophisticated design classification approaches. The research on 

algorithm level improves the classification algorithm mainly according to the characteristics 

of the imbalanced datasets. This approach can be executed two ways; they are the cost-

sensitive approach and the recognition-based approach. This primarily means setting 

different weights for different classes, changing the probability density distribution, and 

adjusting the classification boundaries. A problem with using the algorithmic approach is that 

most of the machine learning algorithms penalize false positive and false negative values 

equally. So, modifying the algorithm itself will boost the performance of the majority class. 

Most of the tree-based ensemble techniques are efficient for this approach 

 
[11]. This approach works by combining predictions from multiple models. These models are 

broadly classified into two categories; they are the bagging-based trees and boosting based 

trees. The research on data level deals with the instances involved in the majority and 

majority class data and performs some data preprocessing techniques in which the model is 

trained. This approach deals with re-sampling the dataset which would mitigate the effect 

caused by class imbalance. This approach is mainly classified into two categories; they are 

the oversampling and undersampling techniques. This data level approach has gained popular 

acceptance among researchers as it is more flexible [4], [10], 
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[14], [15]. Further, the rules that are generated from either the data level approach or the 

algorithm level approach gives us a better understanding of the target class. 
 

The proposed methodology involves the combination of both the data level and 

algorithm level approach to solving the imbalanced class problem. Since the standard 

classification algorithms in the data mining technique are biased towards the majority class, 

this is an important area where the issue must be fixed. A simple way to fix the imbalanced 

datasets is simply to balance them using the sampling level approach which is the 

undersampling technique. The undersampling technique is generally divided into two types; 

they are the Prototype generation and Prototype selection [17]. The Prototype generation is a 

technique which will reduce the number of samples in the target class and the remaining 

samples will be generated and are not selected from the original dataset. The Prototype 

selection is a technique which will select samples from the original dataset. The proposed 

methodology comes under the Prototype selection technique which is the undersampling 

technique. This technique selects samples from the majority class. The next step is the 

clustering technique which helps in finding the structure of the data. This unsupervised 

learning method divides the data objects into designated clusters based only on the 

information present in the dataset. The clustering method involved in this thesis is the K-

Means clustering technique. This method classifies the given dataset into several clusters 

defined by the value of “k” in which each object belongs to the cluster with the nearest mean. 

The next step is the core part of the work which is the implementation of different distance 

measures. The distance metrics use a distance function to help the algorithms recognize 

similarities between the data instances. Instead of the default distance measure that is 

employed in the clustering technique, the proposed methodology involves two types of 

distance measures based on their coverage of instances in the feature space, 
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which is Euclidean distance and Manhattan distance, this distance measure is subjective 

and is dependent on the domain and the application of the dataset. 
 

This study provides a comparative study among the popular data level approaches 

and algorithm level approaches which gives us a clear and better understanding about the 

characteristics of the dataset and which type of approach is suitable for which type of 

dataset. 

 
The proposed methodology has shown some improvement in the prediction rate of 

the majority class via a rule-based classification algorithm which is the Decision tree (C45). 

Several datasets from various applications are analyzed in this method. Sampling and 

clustering algorithms are applied to it to gather the results. To measure the performance of 

the algorithms, metrics play a key role in the infrequent class. The widely used metric to 

measure the performance of the algorithm is the accuracy metric. But in case of class 

imbalance accuracy performs in a biased fashion towards the majority class and hence 

appropriate metrics like precision, recall, F1 measure, ROC and AUC curves are chosen for 

the study. Here precision describes the number of positive predictions that were correct, and 

recall describes the coverage of actual positive samples and F1 measure describes the 

harmonic mean of precision and recall. The ROC (Receiver Operating Characteristics) is the 

probability curve and this curve is plotted with True Positive Rate (TPR) against the False 

Positive Rate (FPR). The AUC (Area under Curve) represents the degree or measure of 

separability. Higher the AUC curve, better is the model in distinguishing between the classes. 

And finally, the rules that are generated from the classifiers gives us information about the 

attributes that contributes to the minority class. The rules obtained here are extracted from the 

Decision tree. This is because decision trees are build based upon the entropy and the 

information gain which is beneficial while considering imbalanced classes. The proposed 

algorithm uses rule-based classification as they are suggestive, easy to 
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generate and easy to interpret. However, these advantages are hypothetical from the proposed 

work. Certainly, the thesis work focuses on the importance of the distance measures as it 

defines how the similarity of elements is calculated and how it will influence the shape of the 

clusters. The work aims in evaluating the effects of the two different distance measures on 

seven different datasets which are taken from the UCI repository. The datasets are divided 

into three categories: Categorical, Numerical and Mixed datasets. 
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CHAPTER II: 
 

MOTIVATION AND CONTEXT 

 

The motivation and context of the thesis is explained using various data mining 

and machine learning contexts such as the “Imbalanced class”, which explains the 

necessity of considering the majority class in a dataset; Supervised learning algorithms, 

which helps in finding the relationships of the input and effectively produce precise 

output; Unsupervised learning algorithm, which helps in the exploratory analysis of the 

whole dataset; Distance Measures, which aids in finding the similarity among the data 

instances and ultimately extracting rules for the infrequent class, helping in future 

predictions from the entire dataset which plays a crucial role in the thesis. 

 
What is an imbalanced class? 

 

A dataset is said to be an imbalanced dataset when the classification categories 

(target classes) are not approximately equally represented. And the class which has a 

comparatively smaller number of instances than the others are said to be an imbalanced 

class. This topic has gained the attention from researchers [2], [3] because this problem 

affects real-world applications such as Medical diagnosis; fraud detection in areas like 

credit cards, phone calls, insurance, etc.; network intrusion detection, pollution detection 

fields like biomedical and bioinformatics and fields like remote sensing which includes 

land mines, underwater mines, etc. The standard classifiers assume that the training 

samples are equally distributed among the classes and they behave in a biased fashion 

towards the majority class [2]. Hence certain ensemble algorithms are intended to be 

applied in the minority class which evaluates their performance. 
 

What is Random Undersampling? 
 

The Random Undersampling method randomly chooses a set of majority class 

instances and removes these samples to adjust the balance of the original dataset. This helps 
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in keeping the minority class instances intact and further increases the sensitivity of the 

model. The core idea of the thesis work is to extract more rules for the infrequent class 

and hence this type of sampling is chosen so that the entire infrequent class remains as a 

whole throughout the entire process instead of losing some data from the infrequent class. 

Undersampling works better in terms of time and memory complexity [6]. 
 

What is K-Means Clustering? 
 

When the number of examples representing positive classes differs from the 

number of examples representing a negative class, clustering is a highly useful technique 

to overcome the challenge faced by the imbalanced class as it finds the hidden 

relationship between each one to group the instances into clusters [15]. Generally, this 

Unsupervised learning method aims to divide the data objects into groups so that the 

objects in the same group are like one another and different from objects in other groups 

of clusters. The thesis work involves the K-Means clustering algorithm which is the most 

widely used clustering algorithm in many cluster ensemble studies. 
 

Why distance measures? 
 

Distance or Similarity measure in the data mining context is the distance with 

dimensions which represents the features in the dataset. If the distance is small, it will be 

a high degree of similarity and when the distance is large it will be a low level of 

similarity. Of the several distance metrics used in machine learning algorithms, the 

default distance used by the algorithms is the Euclidean distance. Since Euclidean 

distance is highly sensitive to sparse data and it covers only a spherical domain space 

[18], an alternative distance measure is to be introduced to handle the infrequent class. 

The alternative distance is the Manhattan distance, which in turn can handle higher 

dimensions of data and it has more coverage of the data points in the data space when 

compared to Euclidean distance [18]. 
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What are the Performance Metrics? 
 

The final step after building a model for a classification model is to look at the 

accuracy of the model and validate the correct number of predictions from all the 

predictions made. Though we have a model which we assume to produce robust 

predictions, it is also crucial to know whether the model is good enough to solve our 

problem. In order to make this decision, accuracy alone is typically not enough to make 

the decision and this metric could be misleading in the case of imbalanced classes [19]. 

The other performance metrics which contribute to the imbalanced classes are the 

precision, recall, F-Measure, and ROC. 
 

What is rule extraction? 
 

The rule extraction is a procedure which is meant to find frequent patterns, 

correlation, and associations among the attributes in the dataset. The rule extraction can be 

done directly by using Sequential covering algorithms or indirectly by using data mining 

methods like Decision tree building or Association rule mining. Of the several methods, this 

thesis emphasizes Decision tree algorithms because they help in finding the attributes that 

return the highest information gain. In Decision trees, the nodes are aligned such that the 

entropy decreases with further splitting downwards. This means that more appropriate 

splitting gives a definite decision which is highly needed for the minority class [11]. 

Limitations of Sampling and Clustering algorithms 
 

Balancing the imbalanced dataset is the most common approach of handling the class 

imbalance efficiently which increases the performance of the dataset. Yet the sampling 

algorithm has a limitation of information loss and involvement of noisy instances which 

degrade the performance. The proposed methodology handles this limitation by involving a 

data cleaning process. Further, the K-Means clustering technique has the limitation of 

choosing the K-Value which is mandatory for dividing the clusters. The 
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proposed methodology handles this situation by deciding the cluster size with the help of 

the Elbow method. Despite all the limitations the proposed methodology performs well 

for the infrequent class which is the target of the thesis work. 
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CHAPTER III: 
 

RELATED WORK 

 

Most of the real-world applications are suffered by the class imbalance and they 

are solved using Supervised and Unsupervised learning algorithms which influenced us 

to develop the existing methodology to generate better results. 
 

Neelam Rout et al. [1] analyzed the performances of various algorithms that 

handle the imbalanced datasets. They discussed the pros and cons of the widely used 

Data level approaches, Algorithm level approaches, and Ensemble and Hybrid methods. 

They performed the experiments with the datasets from KEEL repository. 
 

Usha Rani et al. [2] performed the Sampling algorithm which is the Synthetic 

majority oversampling technique on the imbalanced breast cancer dataset. To get rid of 

redundant and unnecessary attributes Principal Component Analysis (PCA) is applied. 

After preprocessing the experiments are conducted with 5 classifiers: -KNN (K nearest 

neighbor), SVM (Support Vector Machines), Logistic Regression, C45, and Random 

Forest. 
 

Donghui et al. [3] explored the effectiveness of using cost-sensitive learning 

methods to classify the unknown cases in imbalanced bad debts datasets and compares 

with the results of other methods: Oversampling and Undersampling. In addition, it also 

analyzes the function of the semi-supervised learning method in different circumstances. 

This showed an improvement in good classification accuracy rates. 

 
Jaya Lakshmi et al. [4] evaluated the effectiveness of various combinations of 

Undersampling, SMOTE, Cost-Sensitive learning, Ensemble techniques like Bagging, 

AdaBoost and Random Forest classification algorithms. The performance is compared by 

considering the precision, recall, F-Measure and area under ROC curve accuracy measures. 
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They concluded that the combination of SMOTE and Bagging with Random Forest 

classification algorithm gave the best AUROC. 
 

Ignacio et al. [5] presented a novel supervised classification approach for 

Induction motor faults based on Adaptive boosting algorithm with an optimized sampling 

technique which is the SMOTE algorithm and the training data is applied on the K-Fold 

cross-validation with different values of K. The results obtained from the training data is 

applied with the AdaBoost algorithm. The performance of the algorithm is measured by 

Sensitivity, Precision, and Recall. 

 
Jia Song et al. [6] proposed a bi-directional sampling based on clustering for the 

imbalanced data classification. This algorithm combines the SMOTE oversampling 

algorithm and Undersampling algorithm based on K-Means to solve within-class 

imbalance problem and between class imbalance problems. This method makes the 

training dataset balance both between class and within the class. Over-fitting by random 

oversampling and important samples deleted by undersampling are avoided. 

 
Tince et al. [7] proposed the SMOTE-Simple Genetic Algorithm which 

determines the sampling rate of each instance in order to obtain unequal amounts of 

synthetic instances. The tests are performed and compared by measuring using G-

measure and F-measure. 

 
Anantaporn et al. [8] proposed a technique which is a hybrid sampling approach 

which is the combination of well-known oversampling algorithm called SMOTE and the 

undersampling technique by removing the ambiguous instances from the majority class 

instances. The algorithm is divided into three parts which involve: grouping, sampling, 

and gathering. And finally, the trained data is applied with Decision tree algorithm and 

Naïve Bayes model in order to calculate the F-Measure and the accuracy of the model. 
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Yoga et al. [9] explained about the imbalanced class on multiclass Education Data 

Mining dataset which is handled by the mechanism of the combination of SMOTE and OSS 

(One Sided Selection) which provided a balancing mechanism for the dataset’s distribution, 

which showed the classification results enhancement in terms of classification performance. 

Here the working principle of OSS is the same as that of the Undersampling technique which 

divides the samples as Noise, Borderline, Redundant and Safety. 

 
Datta and Mengel [10] proposed an Elastic Multi-Stage Decision Methodology to 

create rules for the infrequent class. The proposed methodology is divided into three parts: 

Clustering (which made a study on two important clustering techniques: EM and K-means), 

Minimizing the depth of the Decision tree and Association mining. In this technique, the 

rules obtained from the decision tree are generated after each split which covers a higher 

accuracy range. Pruning the decision trees allowed to contribute more accurate rules for the 

infrequent class. Further, they extended their research [11] and proposed Adaptable Multi-

Phase rules over the infrequent class which involves two techniques: Decision trees and 

Association mining. This ensemble learning is used in an adaptive manner so that they 

expand and contract to accommodate the characteristics of the dataset. 

 
Azadeh et al. [12] proposed a new confabulation-inspired association rule mining 

for rare and infrequent item sets. This approach uses a cogency inspired measure for 

generating rules. For the rule comparison, the measure used here is the Classification 

error rate. This algorithm can produce a higher performance for mining association rules 

from rare items, particularly when the rare items are important. 

 
Astha et al. [13] proposed a hybrid sampling method, SCUT: Multiclass 

Imbalanced data classification using SMOTE and Cluster-based undersampling. This 

approach oversamples majority class examples through the generation of synthetic 

examples and employs cluster analysis in order to undersample the majority classes. 
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Mishra [14] in his paper compared the results of two sampling techniques: SMOTE 

and Random Undersampling with and without proper validation on a randomly generated 

imbalanced dataset, with Random Forest and XG Boost as the underlying classifiers. 

 
Santhosh Kumar et al. [15] proposed a Subset K-Means approach for handling 

imbalanced distributed data. The proposed algorithm consists of a random subset 

generation technique implemented by defining a number of subsets depending upon the 

unique properties of the dataset. 
 

Monica et al. [17] in their paper made a preliminary study on the Prototype 

selection in imbalanced data for dissimilarity representation. This paper conducted a 

study to investigate the effects of several prototype selection schemes when the datasets 

are imbalanced and also their benefits when the class imbalance is handled by resampling 

the dataset. 

 
Bora et al. [18] in their paper conducted an experimental study in MATLAB 

regarding the effect of distance measures on the performance of K-Means clustering 

algorithm. This paper involved different types of distance measures and evaluated their 

performances based on the datasets. 
 

Chawla [19] in his paper, Data mining for imbalanced class: An overview 

discussed the sampling techniques that are used for balancing the datasets and certain 

performance measures that are appropriate for mining the imbalanced datasets. 

 
Zhang et al. [20] in their paper, Efficient missing data imputation for supervised 

learning discussed about the quality of the supervised learning algorithms which are 

affected by the missing values and proposed an imputation algorithm to handle them. 
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CHAPTER IV: 
 

METHODOLOGY 

 

The overall workflow of the thesis is explained in figure 4.1. Initially, the 

imbalanced dataset is sent into the data cleaning process which then leads to the 

balancing of the dataset. After undersampling the dataset, the clustering algorithm is 

applied which divides the data set into many clusters. The divided clusters are applied 

with the Euclidean and Manhattan distance. A Decision tree classification algorithm is 

applied to the final clusters which help in extracting rules for the majority class. 

 

 

1. Preprocessing the original dataset using Nearest Neighbor algorithm which also helps to 

get rid of the missing values and a new dataset is produced, shown in Table 5.2 

 
 

 

2. Undersampling the majority class using WEKA software which selects instances 
from the majority class and balances with the minority class, shown in Table 5.4 

 
 

 

3. Clustering the dataset using K-Means clustering algorithm, using two different 
types of distances to get different clusters, shown in Table 5.5 

 
 
 
 

 

4. Finding similarity by Euclidean 5. Finding similarity by Manhattan 

distance, shown in Figure 4.4 distance, shown in Figure 4.5 
    

    
 
 

 

6. Combining the Majority class from Euclidean and Minority class from Manhattan 

due to their coverage of instances and form a new dataset, shown in Table 5.6 
 
 

 

7. Applying decision tree algorithm to final dataset in order to obtain rules for 

the infrequent class, shown in Table 5.7 
 
 

Figure 4.1. Overall workflow 
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Preprocessing the original dataset 
 

The datasets handled in this thesis belong to the imbalanced class. Since the 

classes must be balanced, some of the instances must be removed. If the data instances 

are removed randomly, that might affect the overall performance of the dataset in the 

upcoming processes. Hence, the instances must be removed carefully. Initially, data 

instances are divided into three categories. They are safe instances, borderline instances, 

and noisy instances. Safe instances are those that help in explaining the target class. 

These instances are located very close to the target class. Borderline instances are the 

ones which are located either very close to the decision boundary between majority and 

minority classes or located in the area surrounding class boundaries where classes 

overlap. The noisy instances are the ones that belong to one class located deep inside the 

region of the other class. These noisy instances don’t follow the form or relation which 

the rest of the instances do. These instances also act as anomalies in certain datasets. 

Among these instances, the noisy instances must be removed from the dataset as they 

would degrade the performance. Missing values in the dataset will degrade the 

performance of the dataset and they have to be handled. 

 
Modeling nearest Neighbor 

 

This approach will analyze the class distribution in the K-nearest approach which 

fixes the concern by the number of nearest instances. This method helps to get rid of the 

outliers which are located farthest away. Since the outliers don’t explain well about the 

target class, they are eliminated. In this way, only the safe and borderline instances are 

considered for the majority class. 
 

Handling the missing values 
 

The concept of missing values is important in handling a dataset because if the 

missing values are not handled properly then we may end up drawing an inaccurate 
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inference about the dataset [20]. There are three main reasons for missing values in a 

dataset. They are as follows: 
 

CASE 1: Missing At Random (MAR): Here the missing values are not randomly 

distributed but are distributed within one or more sub-samples. 
 

CASE 2: Missing Completely At Random (MCAR): This exists when the missing 

values are randomly distributed across the datasets. 
 

CASE 3: Missing Not At Random (MNAR): This exists when the missing values 

depend on the hypothetical value and when the missing value is dependent on some 

other variable’s value. 
 

Generally, there are two methods of handling the missing values: Deleting the 

values and performing Data Imputation. By analyzing the characteristics of the dataset 

that are involved in this thesis, the datasets fall under the categories of Case 1 and Case 2. 

Removing the data with missing values, depending upon their occurrences, is the safest 

method for the datasets since it falls under the first two cases [20]. 
 

Undersampling using WEKA software 
 

Random Undersampling is implemented in the WEKA software tool which is 

performed via a Spread subsample filter. This non-heuristic method randomly 

undersamples the majority class based on the spread frequency which is user-defined 

between the rarest and the most common classes. The number of instances is now 

reduced which helps in the feasibility of learning. Figure 4.2 explains about the 

undersampling in the software where some of the important samples from the majority 

class are taken and balanced with the minority class. 
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Minority  Majority  Majority  Minority 
       

 

Figure 4.2. Undersampling the majority class 
 
 

 

Clustering using K-Means Clustering algorithm 
 

This Unsupervised learning method allows us to create clusters which refer to the 

collection of data instances aggregated together because of certain similarities. 

Predefining the number of clusters (K) to be created, the algorithm divides the dataset 

accordingly. At this stage, two different types of distance measures are used to divide the 

clusters. The distances are the Euclidean distance and the Manhattan distance. 
 

K-Means algorithm 
 

This K-Means algorithm analyzes the natural groups of the data instances based 

on similarities. The algorithm locates the centroid of the groups and then evaluates the 

distance between each point from the centroid of the cluster. There are two main steps in 

this algorithm: The Data Assignment step and the Centroid Update step [16]. The steps 

involved in this algorithm are as follows: 
 

 Determine the K value for each dataset after undersampling.



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 Identifying the cluster centroids (mean point) for each cluster.


 Computing the distance from each instance and allot instances to the 

cluster where the distance from the centroid is minimum.


 After re-allocating the instances, the centroid of the newly formed 

clusters is determined.
 

Elbow method 
 

Determining the number of clusters is highly crucial in the exploratory analysis of the 

algorithm. The K-Value decides the number of clusters to be created. The number of clusters 

must be decided carefully as they could influence the performance of the algorithm. There 

are several ways in determining the K-Value. Since the thesis works on the impact of 

distance measure in several algorithms, we end up using the Elbow method for determining 

the number of clusters. To use the Elbow method in WEKA, we use KValid algorithm which 

is a simple clustering package. It uses the simple K-Means algorithm as a backend to cluster 

the instances and tells which the best K-Value is and plots the graph. 

 
The KValid algorithm is a package which must be installed in WEKA software and 

certain experimental setup has to be done in order to change the default values. This KValid 

is a simple clustering evaluation package for WEKA. It uses simple K-Means algorithm as a 

backend to cluster the instances and evaluates the clusterer using some algorithms, currently 

Silhouette-Index and Elbow method. It also validates simple K-Means algorithm. Since 

KValid is a cluster algorithm we can see that in cluster menu in WEKA. The experimental 

setup for the KValid algorithm is shown in table 4.1 which helps in plotting the graph which 

determines the number of clusters to be used for every dataset. 
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Table 4.1 

Experimental setup for KValid algorithm 

Options Default Values Experimental Values What They Mean 

Cascade False True Iterative algorithm which 

   produces values for more 

   successively densely 

   spaced instances 

Debug False True Displays the output 

Distance Function Euclidean Euclidean Used to find similar data 

   objects 

doNotCheckCapabilities False True Returns their capabilities 

   in regard to their datasets 

Seed 10 10 Seed for random data 

   shuffling 

Initialization method Random K-Means ++ Guarantees centroid 

   initialization for KValid 

   algorithm 

minimumK 3 2 Sets the minimum value 

   for the clusters 

maximumK 10 10 Sets the maximum value 

   for the clusters 

show Graph False True Displays the elbow curve 

   graph 

validation Method Silhouette Index Elbow method Validates the simple 

   kmeans algorithm and 

   determines the best value 

   of K 
 
 
 

 

The average within cluster distance to the centroid as a function of “K” value is 
 

plotted and the “elbow point” is where the rate of distance decreases sharply and determines 
 

the number of clusters, which is shown in figure 4.3. 
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Figure 4.3. Elbow curve 
 
 

 

Distance Measures 
 

Deciding the distance measures is a critical step in clustering algorithms. Because 

choosing the right distance measure for the given datasets is the biggest challenge. The 

distance measures determine how the similarity of two elements (x, y) is calculated and it 

will influence the shape of the clusters. This is because some of the instances will be 

close to one another in a particular distance and they can also lie farther away according 

to other distance. Thus, choosing the right distance measure is purely based upon the 

nature and application of the dataset. Since the thesis work involves the imbalanced 

dataset distance measures has to be chosen appropriately to handle the imbalanced class. 
 

Euclidean Distance 
 

Euclidean Distance is the most common distance. This distance is most 

commonly used for dense or continuous datasets. 
 

Algorithm: 
 

Let X = {x1, x2, x3………., xn} be the set of instances in the data space. 
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Let V= {v1, v2, v3………., vn} be the set of centers for calculating the distance. 
 

1. Choose any value for ‘c’ cluster centers randomly. 
 

2. Calculate the distance between each instance and cluster centers using the following 

Euclidean distance: 
  

(1) 
 

 

3. Each instance is assigned to the cluster center whose distance from the cluster center is 

a minimum of all the cluster centers. 
 

4. New cluster center is calculated using:   

(2) 
 
 

Where ‘ci’ denotes the number of data points in the ith cluster. 
 

5. The distance between each data point and new obtained cluster centers is recalculated. 
 

6. If no data point was reassigned then stop, otherwise repeat steps from 3 to 5[18].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4.4. Euclidean Distance 
 
 

 

Manhattan Distance 
 

Manhattan distance is the distance which can handle highly imbalanced class and 

categorical dataset. Since Euclidean distance suffers from the problem of “Curse of 
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dimensionality”, they lead to overfitting. This problem is overcome by the Manhattan 

distance. 
 

Algorithm: 
 

Let X = {x1, x2, x3……., xn} be the set of instances in the data space. 
 

Let V= {v1, v2, v3………., vn} be the set of centers for calculating the distance. 
 

1. Choose any value for ‘c’ cluster centers randomly. 
 

2. Calculate the distance between each instance and cluster centers using the following 

Manhattan distance: 
 

(3) 

 

3. Each instance is assigned to the cluster center whose distance from the cluster center is 

a minimum of all the cluster centers. 
 

4. New cluster center is calculated using: 
 

 

(4)  
 

 

Where ‘ci’ denotes the number of data points in ith cluster. 
 

5. The distance between each data point and new obtained cluster centers is recalculated. 
 

6. If no data point was reassigned then stop, otherwise repeat steps from 3 to 5[18].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4.5. Manhattan distance 
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Combining the clusters from Euclidean and Manhattan distances 
 

Clusters are generated from both the Euclidean distance and Manhattan distance. 

At this stage, customization is made in choosing the clusters among the distances to 

handle the imbalanced class and to derive more rules for them. Of the clusters that are 

generated from Euclidean distance, only the clusters that belong to the majority class are 

chosen. Similarly, of the clusters that are generated from the Manhattan distance, only the 

clusters that belong to the minority class are chosen. This is because of the coverage that 

is handled by both of the distances [18]. The combination of clusters from the Euclidean 

and Manhattan distance is explained in Figure 4.6. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.6. Combining the clusters 
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Applying Decision Tree algorithm 
 

The new dataset is formed by combining the majority class clusters and minority 

class clusters from the Euclidean and Manhattan distance. At this stage, if we take notice 

at the distribution of the instances in the minority class, we can see a difference in the 

weight of the instances. This is because some of the majority class instances which 

contribute to the distribution of minority class is present in the infrequent class. The 

increase in a number of instances in the minority class will lead to an increase in rules 

which are extracted from them. 

 
In order to obtain rules from the minority class, initially rule-based classifiers like 

CART, PART, and RIPPER are used but Decision trees yielded better results when 

compared to others [11]. The performance measures in the decision trees are evaluated in 

terms of coverage of the infrequent class rules, average accuracy, precision, recall and 

ROC of the classifiers. 

 
All the rules that are created using the Decision tree algorithm contain some 

duplicates. The performance of the model will be lowered if it contains duplicates and 

hence it must be removed in order to obtain better results. The obtained rules from the 

C45 algorithm are initially removed from duplicates and the accuracy and the coverage of 

each and every rule is represented. 

 

 

 Rule Accuracy= Support/ Total number of rules in infrequent class





 Rule Coverage= Support/ Total number of infrequent instances in the whole 

dataset
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Performance Metrics 
 

In imbalanced class learning, the performance metrics used for the model selection 

would play a vital role. However, while working in these imbalanced domain datasets, 

accuracy is not an appropriate measure to evaluate model performance. This is because while 

handling imbalanced datasets, this performance metric suffers from the Accuracy Paradox 

whose results will be misleading [19]. There are several performance metrics available to 

handle the imbalanced classes and the widely used metrics are discussed here. 

1. Precision: It means that the percentage of the results which are relevant 
 

Precision= True Positive 

 True Positive + False Positive 

 

2. Recall: It means that the percentage of the total relevant results that are correctly 

classified by the algorithm 
 

Recall= True Positive 
  

 True Positive + False Negative 

 

3. F-Measure: It combines precision and recall relative to a specific positive class 

F-Measure= 2 * (Precision * Recall) 
 

(Precision + Recall) 
 

4. ROC curve: This curve gives a comparison between two operating characteristics, 

they are the True Positive Rate (TPR) and False Positive Rate (FPR) 
 
 

 

The above metrics are used in this thesis and there are some other metrics used to handle 

the imbalanced class, but they are not used in this work. They are as follows: 
 

1. Kohonen’s kappa: Using this metric to measure the performance will not 

necessarily increase how the model fits the data. 
 

2. G-Measure: This metric is the geometric mean of precision and recall. 
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3. Jaccard Index: This metric is actually used to measure the similarity between the 

classes. 
 

4. Log-Loss: This metric involves accuracy as its measure, and it incorporates the 

idea of probabilistic confidence. 
 

5. The Kolmogorov- Smirnov: This measure is not used in this thesis work because 

it measures the differences based on the distribution of instances in each class. 
 

6. Matthews Correlation Coefficient (MCC): This measure takes every cell in the 

confusion matrix, but it ended up in poor results for the given datasets. 
 

MCC = TP * TN – FP * FN / √ (TP +FP) * (TP + FN) * (TN + FP) * (TN + FN) 
 
 

 

Table 4.2 shows the results obtained from all the datasets after applying the 

decision tree algorithm with all the performance metrics used in this work and it shows 

that the ROC outperforms other metrics. Since accuracy is biased towards the majority 

class, the performance metrics has to be chosen carefully to understand the performance 

of the model. For this reason, several metrics are usually considered, which permits the 

polyhedral characteristics of the classification performance to be viewed from different 

points of views. The widely used metrics to evaluate the performance of the imbalanced 

classes are the Precision, Recall, ROC and Fmeasure. A major issue in the classification 

of class imbalanced datasets involves in the determination of the most suitable 

performance metrics. 
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Table 4.2 

Comparison of performance metrics. 

Dataset Accuracy ROC Fmeasure Precision Recall 
      

Adult 86.73 0.907 0.709 0.811 0.630 

      

Balance 76.34 0.650 0.000 0.000 0.000 

      

Breast 84.40 0.719 0.553 0.756 0.436 

Cancer      

      

Car 96.07 0.916 0.832 0.838 0.826 

      

Mushroom 99.93 1.000 0.999 0.999 0.999 

      

Retention 81.76 0.855 0.743 0.717 0.771 

      

House Vote 97.40 0.986 0.973 0.965 0.965 
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CHAPTER V: 
 

EXPERIMENTAL AND RESULTS 

 

Here, the results that are obtained by using the undersampling techniques and 

clustering techniques and the rules extracted using the methodology as explained in 

earlier chapters are evaluated and analyzed. 
 

Adult dataset 
 

Table 5. 1 shows the class distribution of all the original datasets obtained from 

the UCI repository. This original dataset will contain some outliers and missing values 

which are handled in upcoming techniques. In these datasets, the distribution range of the 

datasets is uneven and hence they come under the imbalanced category of datasets. The 

datasets which are taken for analysis belongs to different categories. The Adult dataset 

and retention dataset have mixed characteristics, whereas the Balance, Breast cancer, Car, 

Mushroom and House vote have categorical characteristics. 

 

Table 5.1 

Original class distribution 

Dataset Name Original dataset  

   

 Majority Minority 
   

Adult 37155 11687 
   

Balance 576 49 
   

Breast Cancer 201 85 
   

Car 1210 518 
   

Mushroom 4208 3916 
   

House Vote 267 168 
   

Retention 6402 2838 
    

 

Table 5. 2 shows the application of the preprocessing technique which is the nearest 

neighbor algorithm on the majority class to get rid of outliers and missing values and it is 
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implemented in WEKA using the Rseslib package. This package works on both 

numerical and nominal attributes and it implements fast neighbors searching algorithm 

which makes the classifier work for large data sets. Presence of outliers and missing 

values will affect the performance of the classifiers and hence they to be handled before 

applying any classification algorithm on the dataset. The class distribution obtained after 

applying this algorithm is shown briefly in Table 5.2 

 

Table 5.2 

After applying the nearest neighbor algorithm 

Dataset Name Preprocessed Dataset  
   

 Majority Minority 
   

Adult 34014 11208 
   

Balance 576 49 
   

Breast Cancer 139 63 
   

Car 1210 518 
   

Mushroom 3488 2156 
   

House Vote 244 153 
   

Retention 6189 2523 
    

 

Table 5.3 shows the settings for the undersampling technique which is performed 

using Spread Sub Sample technique in WEKA. This package comes under the Supervised 

filter under the instances. This package produces a random subsample of a dataset. The 

original dataset must fit entirely in memory. This filter allows us to specify the maximum 

“spread” between the rarest and the most common classes. This filter when used in the 

batch mode, subsequent batches are not resampled. Several default settings in the filter 

has to be modified in order to balance the dataset using the undersampling technique. 

Several default values and experimental values for this filter is given in table 5.3 
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Table 5.3 

Class distribution settings 

Options Default Values Experimental What They Mean 

  Values  

adjust Weights False True Adjusts instances 

   weights 

   To maintain total 

   weight per class 

debug False False Displays the 

   output 

distributionSpread 0.0 1.0 Sets the value for 

   distribution spread 

doNotCheckCapabilities False True Returns their 

   capabilities in 

   regard to their 

   datasets 

maxCount 0.0 0.0 Sets the value for 

   maximum count 

randomSeed 1 1 Suitable for 

   displaying the 

   output in gui 
 
 

 

Table 5. 4 shows the application of the undersampling technique which makes the 

dataset balanced. After changing the default settings, mainly, changing the distribution 

spread from 0.0 to 1.0, the filter will perform the random undersampling technique and it 

derives the important instances from the majority class and balances them with the 

minority class. The adjust weights option will adjust the weights which are unevenly 

spread and makes them balanced so that the total weights per class is maintained. Also, 

individual instance weighting is not preserved. Now the balanced dataset is applied with 

the forthcoming techniques. 
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Table 5.4 

After applying the undersampling technique (Spread Subsample) 

Dataset Name Balanced dataset  

   

 Majority Minority 
   

Adult 11208 11208 
   

Balance 49 49 
   

Breast Cancer 63 63 
   

Car 518 518 
   

Mushroom 2156 2156 
   

House Vote 153 153 
   

Retention 2523 2523 
   

 
 

 

Table 5. 5 shows the application of the K-Means algorithm which separates the 

whole dataset into clusters. Instead of the default distance measure, which is the 

Euclidean distance, the thesis focuses on the alternative distance measure. The alternative 

distance is the Manhattan distance. By changing the default distance measure in the 

settings of the K-Means algorithm, in the clustering section in WEKA, this experiment 

can be done. The number of clusters are decided based on the Elbow curve and different 

clusters are produced. Both the Euclidean and Manhattan distance will produce majority 

and minority clusters and they are divided separately and are shown in table 5.5 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

32 



 

Table 5.5 

After applying the K-Means algorithm to the balanced dataset 

Dataset name Clustered dataset    

     

 Euclidean Euclidean Manhattan Manhattan 

 Majority cluster Minority cluster Majority cluster Minority cluster 
     

Adult 8288 15086 7750 15624 
     

Balance 32 17 24 25 
     

Breast Cancer 57 46 52 58 
     

Car 222 162 153 198 
     

Mushroom 2034 1989 2027 2009 
     

House Vote 97 56 45 108 
     

Retention 2316 1879 2267 2348 
     

 
 

 

Table 5. 6 shows the class distribution of the dataset after combining the clusters 

from Euclidean and Manhattan distance. The above table shows the types of clusters 

which are produced from the K-Means algorithm. From the table 5.5, it is evident that the 

Euclidean distance has a greater number of majority class clusters and the Manhattan 

distance has a greater number of minority class clusters. The difference in the distribution 

of clusters is mainly due to the coverage of different distances. Instead, of working in the 

default clustered dataset, we produce a new dataset, which combines the majority class 

cluster from Euclidean distance and minority class cluster from the Manhattan distance. 

Since our ultimate aim is to produce a greater number of rules for the minority class, 

increase in the number of instances will automatically increase the number of rules. 
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Table 5.6 

New dataset after a combination of clusters 

Dataset name Combination of clusters  
   

 Majority Minority 
   

Adult 8288 15624 
   

Balance 32 25 
   

Breast Cancer 57 58 
   

Car 222 198 
   

Mushroom 2034 2009 
   

House Vote 97 108 
   

Retention 2316 2348 
    

 
 

 

Table 5. 7 shows the number of rules obtained from the decision tree algorithm to 

the combined new dataset. This decision tree algorithm is the implementation of ID3. It 

divides the decision tree based on the information gain. This information gain decides, in 

each tree node, which variable fits better in terms of target variable prediction. With the 

help of greedy approach, the decision tree builds trees which helps in rule extraction. The 

rules that are shown in Table 5.7 are the ones which are obtained from the pruned tree, 

which are smaller and less complex. These rules are created from each path from the root 

to the leaf node. These leaf nodes hold the class prediction, forming the rule consequent. 
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Table 5.7 

Decision tree for the clustered dataset 

Dataset name Decision tree  
   

 Majority Minority 
   

Adult 1174 478 
   

Balance 32 12 
   

Breast Cancer 52 47 
   

Car 15 49 
   

Mushroom 27 16 
   

House Vote 39 32 
   

Retention 181 137 
    

 
 

 

Although decision tree algorithm is chosen because of its entropy and information 

gain, several other rule classification algorithms like PART, JRIP and Random Tree 

algorithms are taken into account to make a comparative study among all the algorithms. 

The experimental setup for the rule classification algorithms is shown in table 5.8. In 

order to derive rules from the decision tree certain default values has to be changed which 

helps in displaying the pruned decision tree with rules. By making this experimental 

setup we develop decision trees which gives us useful rules. Some of the classification 

rules found to be undesirable for the users, resulting in scalability and efficiency problem. 

They can be handled by pruning the trees. 
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Table 5.8 

Experimental setup for Rule classification algorithms 

Options Default Values Experimental What They 

  Values Mean 

Debug False True Displays the 

   output 

doNotCheckCapabilities False True Returns their 

   capabilities in 

   regard to their 

   datasets 

Seed 1 1 Seed for random 

   data shuffling 

Unpruned False False Returns the 

   value of 

   unpruned tree 

Numfolds 3 3 Sets number of 

   folds for reduced 

   error pruning 

Usepruning True True Returns a pruned 

   tree 

 
 

 

Table 5.9 shows the output obtained from several rule classifiers from the 

classification algorithm which shows the number of rules obtained from each algorithm 

and their respective coverage. The ultimate aim of the thesis is to extract more rules for 

the minority class. There are several rule classifiers available in WEKA to extract rules. 

In order to find which algorithm performs best we performed the rule generation with all 

the rule classifiers like PART, C45, RANDOM TREE and JRIP. We have separated the 

overall rule generation into the majority and minority class. After separating, the 

coverage of the rules is obtained which helps in determining which classifier performs 

best. From Table 5.9, it is evident that the Random Tree classifier produces a greater 

number of rules, but it has very low coverage and hence we ended up in using C45 

algorithm which produces more rules with better coverage. 
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Table 5.9 

Displaying the output from several rule classifiers 

Dataset Name Overall Class Rule Generation Minority Class Rule Generation  
 

 Classifier Number Of Rules Classifier Number Of Rules Coverage 
 

Adult dataset Part 1002 Part 445 0.4441 
 

      
 

 C45 1174 C45 478 0.4789 
 

      
 

 Random Tree 26639 Random Tree 4327 0.16243 
 

      
 

 JRip 12 JRip 11 0.9166 
 

 Part 27 Part 11 0.407 
 

Balance dataset 

     
 

C45 56 C45 12 0.503 
 

      
 

 Random Tree 246 Random Tree 122 0.495 
 

      
 

 JRip 10 JRip - - 
 

      
 

 Part 26 Part 14 0.5384 
 

      
 

Breast Cancer 
C45 59 C45 19 0.6387 

 

     
 

 Random Tree 220 Random Tree 47 0.2136 
 

      
 

 JRip 4 JRip 3 0.75 
 

      
 

Car Part 37 Part 31 0.550 
 

       

 C45 89 C45 49 0.837 
 

 Random Tree 199 Random Tree 81 0.407 
 

 JRip 18 JRip 16 0.888 
 

      
 

Mushroom Part 26 Part 16 0.615 
 

      
 

 C45 100 C45 56 0.933 
 

 Random Tree 216 Random Tree 144 0.666 
 

 JRip 14 JRip 13 0.723 
 

      
 

Retention Part 345 Part 165 0.478 
 

      
 

 C45 180 C45 52 0.857 
 

 Random Tree 9566 Random Tree 1472 0.153 
 

      
 

 JRip 7 JRip 6 0.288 
 

House Vote Part 7 Part 3 0.428 
 

 C45 9 C45 32 0.666 
 

 Random Tree 109 Random Tree 47 0.293 
 

      
 

 JRip 3 JRip 2 0.222 
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Table 5.10 shows the dataset’s characteristics with the help of metrics like 

Accuracy, Precision, Recall, and F-Measure. Although the goal of the thesis is to extract 

more rules for the minority class, the next important part of the thesis is to measure the 

performance of the classifier. The classifier’s performance is evaluated in terms of 

Performance metrics. For making a comparative study we have evaluated the 

performance metrics for all the four classifiers which are discussed in Table 5.9. From the 

table it is evident that the C45 algorithm outperforms other classifiers in terms of all the 

performance metrics. The baseline accuracy shown in Table 5.10 is obtained from the 

ZeroR algorithm which is the standard algorithm for obtaining the accuracy of the model. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

38 



 

Table 5.10 

Displaying the dataset’s characteristics 

Dataset Classification Accuracy Fmeasure Precision Recall 

 Method      

 Baseline Classifier     

 Accuracy      

 %      

Adult 75.92 Part 86.73 0.866 0.852 0.880 

  C45 88.98 0.890 0.868 0.912 

  Random 99.88 0.999 0.999 0.999 

  Tree     

  JRip 82.89 0.829 0.807 0.852 

Balance 46.08 Part 76.34 0.659 0.739 0.610 

  C45 80.64 0.767 0.759 0.797 

  Random 100 1.000 1.000 1.000 

  Tree     

  JRip 66.66 0.504 0.545 0.469 

Breast 70.28 Part 84.39 0.830 0.822 0.838 

Cancer       

  C45 87.61 0.862 0.877 0.899 

  Random 97.70 0.975 0.980 0.970 

  Tree     

  JRip 69.26 0.613 0.716 0.535 

Car 70.02 Part 96.45 0.961 0.960 0.964 

  C45 97.19 0.978 0.984 0.972 

  Random 100 1.000 1.000 1.000 

  Tree     

  JRip 90.75 0.934 0.887 0.988 

Mushroom 51.79 Part 99.93 0.999 0.999 0.999 

  C45 99.97 1.000 1.000 0.999 

  Random 100 1.000 1.000 1.000 

  Tree     

  JRip 99.87 0.998 0.997 1.000 

Retention 69.29 Part 86.41 0.817 0.812 0.822 

  C45 87.98 0.880 0.886 0.874 

  Random 99.29 0.993 0.996 0.990 

  Tree     

  JRip 80.95 0.810 0.800 0.820 

House Vote 61.23 Part 97.40 0.973 0.982 0.965 

  C45 97.98 0.979 0.982 0.977 

  Random 99.71 0.997 1.000 0.994 

  Tree     

  JRip 97.11 0.970 0.982 0.959 
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Table 5.11 shows the number of rules that are obtained from the proposed 

algorithm which are obtained from sampling, clustering and applying decision tree. The 

original dataset is first applied with the undersampling technique and the balanced dataset 

is further applied with the K-Means clustering algorithm with two different distances: 

Euclidean and Manhattan and finally decision tree algorithm is applied to the new dataset 

after combining the clusters from the two distances. The table 5.11 shows the different 

metrics that are applied to the minority rules in order to evaluate the performance of the 

proposed methodology. The average accuracy and coverage of the proposed work is 

obtained with the help of the overall rules and infrequent rules and the range where the 

number of rules falls under each category is shown in table 5.11. 

 

Table 5.11 

The proposed methodology for all the datasets 

Metrics Adult Balance Breast  Car Housevote Mushroom Retention 

   Cancer      

Total 506 45 62  65 71 27 345 

number of         

rules         

Total 137 12 47  49 32 16 52 

number of         

infrequent         

rules         

Average 0.9155 0.1538 0.8186  0.8449 0.8670 0.7777 0.8309 

Accuracy         

Range:90- 86 - 5  10 16 14 12 

100         

Range:80- 32 - 2  - 3 - 4 

89         

Range:70- 5 - 2  5 - - 5 

79         

Range:60- - - 3  - - - - 

69         

Range:50- - - -  32 5 - 7 

59         

Coverage% 47.90 26.89 22  51.12 19 57.68 63.25 
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Table 5.12 shows the number of rules obtained from the previously published works 

which involve decision tree and clustering algorithm. This methodology uses the K-Means 

clustering algorithm to obtain clusters and finally decision tree algorithm is applied on it to 

extract rules for the minority class. The table 5.12 shows the different metrics that are applied 

to the minority rules in order to evaluate the performance of the proposed methodology. The 

average accuracy and coverage of the proposed work is obtained with the help of the overall 

rules and infrequent rules and the range where the number of rules falls under each category 

is shown in table 5.12. By comparing Table 5.12 with Table 5.11, it is evident that the 

proposed methodology outperforms this method in case of Adult, Balance, Breast Cancer, 

Car, Housevote and Mushroom datasets. 

 

Table 5.12 

Clustering and Decision tree algorithm for all the dataset 
 

Metrics Adult Balance Breast Car Housevote Mushroom Retention 

   Cancer     
        

Total number 731 69 30 131 - - 158 

of rules        
        

Total number 26 - 17 - - - 16 

of infrequent        

rules        

Average 0.940 - 0.768 - - - 0.8 

Accuracy        

Range:90-100 15 - - - - - 10 

Range:80-89 11 - 13 - - - 6 

Range:70-79 - - 4 - - - - 

Range:60-69 - - - - - - - 

Range:50-59        

Coverage% 22.08 - 0.720 - - - 69.00 
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The algorithm which was previously published involves association mining 

algorithm which has to be applied with certain settings which are explained in table 5.13. 

In order to make a comparison with the previously published works on rule extraction, 

we perform association mining algorithms with several settings. The default values have 

to be changed to certain experimental values which helps in extracting more rules from 

the Apriori algorithm. By making these changes the rules are generated by leaving the 

rules which does not contribute more to the model’s performance. Certain range is set 

which helps in extracting rules which has higher accuracy which is specified in the 

minMetric options in Table 5.13. 

 

Table 5.13 

Apriori Settings 

Options Default Values Experimental What They Mean 

  Values  

Car False True Generates rules 

   with the class 

   attribute 

Delta 0.05 0.1 Iteratively 

   decrease support 

   by this factor 

minMetric 0.9 0.85 It will consider 

   rules with 

   accuracy of 0.85 

   or higher 

numRules 10 100 Number of rules 

   to generate 

outputItemSets False True Item sets are 

   shown in output 

UpperBoundMinsupport 1.0 1.0 The highest value 

   of minimum 

   support, the 

   process starts and 

   iteratively 

   decreases until 

   lower boundary 
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Table 5.14 shows the number of rules obtained from the previously published 

works which involve decision tree and association mining algorithm. After making the 

changes from default value to experimental value, a greater number of rules are extracted 

for the datasets which follows a decision tree and association mining algorithm. The table 

5.14 shows the different metrics that are applied to the minority rules in order to evaluate 

the performance of the proposed methodology. The average accuracy and coverage of the 

proposed work is obtained with the help of the overall rules and infrequent rules and the 

range where the number of rules falls under each category is shown in table 5.14. From 

Table 5.14, it is evident that the proposed methodology outperforms Table 5.14 in case of 

Adult, Balance, Car, Mushroom and Retention datasets. 

 

Table 5.14 

Decision Tree and Association mining for all the datasets 

Metrics Adult Balance Breast Car Housevote Mushroom Retention 

   Cancer     
        

Total number of 696 33 202 - 171 - 496 

rules        

Total number of 125 - 165 - 100 - 200 

infrequent rules        
        

Average Accuracy 0.735 - 0.766 - 0.921 - 0.710 

        

Range:90-100 31 - 19 - 100 - 100 
        

Range:80-89 13 - 117 - - - 6 
        

Range:70-79 16 - 44 - - - 94 

Range:60-69 - - - - - - - 

Range:50-59        

Coverage% 42.70 - 24.79 - 29.23 - 52.73 
        

 

Figure 5.1 shows the number of extracted from the proposed methodology. This 

also gives us a comparison of the number of rules that are extracted using the previous 

methodology. 
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     COMPARISON OF RULE EXTRACTION   
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Figure 5.1. Comparison of the rule extraction 
 
 

 

Table 5.15 shows the top rules from the proposed methodology which has the 

highest accuracy and highest coverage from the obtained rules. There are several metrics 

which is used to evaluate the performance of the rules extracted. Of them, few of the 

metrics like support, accuracy and coverage are used to evaluate the performance. The 

formula for calculating the support, accuracy and coverage of the rules are shown in 

Chapter IV under the applying the decision tree algorithm section. Of the several rules 

that are obtained from the proposed algorithm, only the top two rules from each dataset is 

shown in Table 5.15 as they have the maximum accuracy and coverage. 

 
 

 

44 



 

Table 5.15 

Displaying Top Rules 

Rule Dataset Support Accu- Coverage 

   racy  

Marital status=Married-civ-spouse AND educational- Adult 1490 0.9289 0.12749 

num>=9 AND capital gain>=4386 AND age>=36:     

Class=>50K     

Marital status = Married civ spouse AND capital Adult 1575 0.9974 0.13476 

gain>5060 AND age<=60: Class=>50k     

Right wgt=1 AND Left wgt=1: Class=B Balance 5 0.2000 0.1020 

Right wgt=4 AND Left dis=4: Class=B Balance 5 0.200 0.1020 

Inv nodes= 0-2 AND tumor size= 20-24 AND Breast 2 1.000 0.023529 

menopause= premeno AND irradiant = yes: Class= Cancer    

recurrence events     

Inv nodes= 0-2 AND tumor size= 20-24 AND Breast 4 1.000 0.04705 

menopause= It40: Class=recurrence events Cancer    

Safety=med AND person=more AND maint=med Car 11 0.9166 0.0286 

AND buying=med: Class=acc     

Safety=med AND person=4 AND maint=low AND Car 4 1.000 0.0104 

buying=low AND lug-boot=small: Class=acc     

Bruises= f AND gill spacing = c AND ring type=f: Mush- 1296 1.000 0.3309 

Class= P room    

Bruises= f AND gill spacing = c AND ring type=e Mush- 896 1.000 0.2288 

AND stalk-surface above ring=k: Class= P room    

Adoption of the budget resolution=n AND el-Salvador- House 21 1.000 0.125 

aid=y AND immigration=n AND physician-fee- vote    

freeze=y AND synfuels-corporation-cutback=n AND     

export-administration-act-south-africa=n: republican     

Adoption of the budget resolution=n AND el-Salvador- House 7 0.875 0.0416 

aid=y AND immigration=y AND education- vote    

spending=y AND synfuels-corporation cutback=y     

AND handicapped-infants=n: republican     

Grant_y = N AND loan_y = N AND Ethnic = WH Student 9 0.9 0.0031 

AND Retention    

fall attempt range = F AND Parent-char = P AND     

Age numeric <= 20 AND percentile range = Next15     

AND     

GPA-char = Medium: class=D     

Grant_y = N AND loan_y = N AND Age numeric > 19 Student 114 0.9344 0.0507 

AND Spring attempt range = L: class=D Retention    
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CHAPTER VI: 
 

CONCLUSION AND FUTURE WORK 

 

Conclusion 
 

This thesis intends to generate more rules for the minority class. Generating more 

rules gives us more accurate predictions for the minority class. These rules will explain more 

about how fraudulent cases occur, what are the ways that could lead to certain diseases and 

many other rare class problems which are a huge threat. The thesis work focuses more on the 

rule generation because rules are suggestive, easy to generate and easy to interpret. Since the 

proposed methodology uses Decision trees to generate rules, the attributes which contribute 

more to the majority class become evident, as the decision trees are generated based on the 

information gain. The proposed methodology follows a preprocessing technique which cleans 

the dataset without any anomalies. Following that, the dataset is applied with an 

undersampling algorithm which samples the majority instances and the majority instances are 

kept intact. The balanced dataset is applied with cluster analysis as they would find the 

hidden relationships between each other to group a set of instances into clusters. The core 

idea of the thesis relies on the two different distance measures: Euclidean and Manhattan. 

These distances are involved in creating the clusters due to their measure of coverage. After 

combining the clusters from their respective distances, classification algorithm (C45) is 

applied to the training data which builds a decision tree and generates rules respectively. The 

proposed methodology was able to generate more rules for the Adult, Balance, Car and 

Mushroom datasets. These datasets belong to the categorical characteristics. The standard K-

Means algorithm isn’t directly applicable to categorical data as the sample space for the 

categorical data is discrete and doesn’t have a natural origin and hence the alternative 

distance measure, Manhattan 
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distance, is used to handle the dataset [18]. This helps us in the future prediction of the 

majority class. 
 

Future Work 
 

The number of datasets included in this study is minimal. Hence, a greater 

number of datasets have to be included in order to evaluate the performance of the 

proposed methodology. 
 

Some of the datasets involved in this study didn’t produce a greater number of 

rules for the majority class yet they produced rules which have better accuracy and 

coverage. Hence, customization must be done in the proposed methodology in order to 

generate more rules. 

 
Datasets of different characteristics must be involved in order to learn about the 

structure of the dataset and apply the proposed methodology. 
 

Contribution to Research Community 
 

Despite numerous algorithms and re-sampling methods being used in the last few 

decades to handle imbalanced classes, there is no consistent winning strategy for all kinds of 

datasets. This requires a special attention that needs to be paid to the data in the datasets. 

Mining these kinds of datasets can only be improved by the algorithms which are tailored to 

the data characteristics; henceforth, it is important to do an exploratory analysis on the 

datasets which is performed using the K-Means algorithm. By observing the characteristics 

of the datasets, it is evident that the default Euclidean distance alone will not contribute in 

handling the missing datasets. Instead, the Manhattan distance performed better. 
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APPENDIX A: 
 

OTHER EXPERIMENTAL RESULTS 

 

Adult Dataset  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.1. Original Class Distribution  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.2. After Applying Nearest Neighbor Algorithm 
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Figure A.3. After Applying Undersampling technique (Spread Sub Sample)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.4. After applying K-Means algorithm to the balanced dataset 
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Figure A.5. New Dataset after the combination of clusters  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.6. Decision tree for the clustered dataset 
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Breast Cancer Dataset  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.7. Original Class Distribution  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.8. After applying the nearest neighbor algorithm 
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Figure A.9. After applying the undersampling technique (Spread Sub Sample)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.10. After applying K-means algorithm to the balanced dataset 
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Figure A.11. New dataset after a combination of clusters  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.12. Decision tree for the clustered dataset 
 
 
 
 
 
 
 
 
 
 

 

56 



 

 

Balance Dataset  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.13. Original class distribution  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.14. After applying the nearest neighbor algorithm 
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Figure A.15. After applying Undersampling technique (Spread Sub Sample)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.16. After applying the K-means algorithm to a balanced dataset 
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Figure A.17. New dataset after a combination of clusters  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.18. Decision tree for the clustered dataset 
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Car Dataset  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure A.19. Original class distribution  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.20. After applying the nearest neighbor algorithm 
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Figure A.21. After applying the undersampling technique (Spread Sub Sample)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.22. After applying K-means algorithm to a balanced dataset 
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Figure A.23. New dataset after a combination of clusters  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.24. Decision tree for the clustered dataset 
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House Vote Dataset  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure A.25. Original class Distribution  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.26. After applying the nearest neighbor algorithm 
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Figure A.27. After applying the undersampling technique (Spread Sub Sample)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.28. After applying K-means algorithm to a balanced dataset 
 
 
 
 
 
 
 
 
 
 

 

64 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.29. New dataset after a combination of clusters  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.30. Decision tree for the clustered dataset 
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Mushroom Dataset  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure A.31. Original class distribution  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.32. After applying the nearest neighbor algorithm 
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Figure A.33. After applying the undersampling technique (Spread Sub Sample)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.34. After applying K-means algorithm to the balanced dataset 
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Figure A.35. New dataset after combining the clusters  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.36. Decision tree for the clustered dataset 
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Student Retention Dataset  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure A.37. Original class distribution  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.38. After applying the nearest neighbor algorithm 
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Figure A.39. After applying the undersampling technique (Spread Sub Sample)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.40. After applying K-means algorithm to a balanced dataset 
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Figure A.41. New dataset after a combination of clusters  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure A.42. Decision tree for the clustered dataset 
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Table A.1 

Original dataset applied with the c45 algorithm 
 

 

Metrics Adult Balance Breast Car Housevote Mushroom Retention 

   Cancer     

Total 719 33 10 135 6 24 135 

number of        

rules        

Total 146 - 4 121 3 9 35 

number of        

infrequent        

rules        

Average 0.9017 - 0.806 0.8670 0.9451 1.000 0.7653 

Accuracy        

A. 63 - 1 63 2 9 14 

Range:90-        

100        

A. 38 - 1 - 1 - 7 

Range:80-        

89        

A. 39 - 1 25 - - 7 

Range:70-        

79        

A. 4 - 1 1 - - 3 

Range:60-        

69        

A. 1 - - 13 - - 3 

Range:50-        

59        

maximum 0.000964 - 0.094 0.0308 0.8673 0.5515 0.82910 

coverage        

minimum 0.000164 - 0.011 0.0077 0.0242 0.0040 0.00035 

coverage        

median 0.000657 - 0.070 0.0212 0.1388 0.0490 0.00422 

coverage        

90-100 3 - 1 1  6 6 

80-89 - - - -  1 - 

70-79 7 - 1 103  - - 

60-69 - - - -  - 2 

50-59 1 - - -  - 3 
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Table A.2 

Original dataset applied with EM clustering 
 

 

Metrics Adult Balance Breast Car Housevote Mushroom Retention 

   Cancer     

Total 524 - 5 - 4 2 32 

number of        

rules        

Total 131 - 2 - 2 1 17 

number of        

infrequent        

rules        

Average 0.8923 - 0.766 - 0.87565 0.6933 0.6879 

Accuracy        

Range:90- 34 - - - 1 - - 

100        

Range:80-89 32 - - - 1 - 2 

Range:70-79 27 - 1 - - - 5 

Range:60-69 3 - - - - 1 4 

Range:50-59 1 - - - - - - 

maximum 0.0823 - 0.0470 - 0.1230 0.0653 0.0169 

coverage        

minimum 0.00017 - 0.0117 - 0.0059 0.0653 0.0003 

coverage        

median 0.00265 - - - - 0.0653 0.0007 

coverage        

90-100 9 - - - - - 1 

80-89 2 - - - - - - 

70-79 1 - - - - - - 

60-69 5 - - - - 1 1 

50-59 5 - - - - - - 
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Table A.3 

Original dataset applied with K-means algorithm 
 

 

Metrics Adult Balance Breast Car Housevote Mushroom Retention 

   Cancer     

Total number - - - - 6 24 169 

of rules        

Total number - - - - 3 9 59 

of infrequent        

rules        

Average -  - - 0.9483 1.000 0.8766 

Accuracy        

Range:90- - - - - 2 9 14 

100        

Range:80-89 - - - - 1 - 10 

Range:70-79 - - - - - - 7 

Range:60-69 - - - - - - 1 

Range:50-59 - - - - - - - 

maximum - - - - 0.8673 0.5515 0.82910 

coverage        

minimum - - - - 0.0131 0.00408 0.00035 

coverage        

median - - - - 0.1345 0.0813 0.00664 

coverage        

90-100 - - - - - - 3 

80-89 - - - - 1 - - 

70-79 - - - - - - - 

60-69 - - - - - 1 2 

50-59 - - - - - - - 
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Table A.4 

Original dataset applied with Make Density cluster 
 

 

Metrics Adult Balance Breast Car Housevote Mushroom Retention 

   Cancer     

Total 267 - - - 3 18 11 

number of        

rules        

Total 50 - - - 1 7 4 

number of        

infrequent        

rules        

Average 0.0926  - - 0.9769 0.9362 0.9438 

Accuracy        

Range:90- - - - - 1 7 3 

100        

Range:80- - - - - - - 1 

89        

Range:70- - - - - - - - 

79        

Range:60- - - - - - - - 

69        

Range:50- - - - - - - - 

59        

maximum 0.00265 - - - 0.0305 0.3309 0.0574 

coverage        

minimum 0.00017 - - - 0.0305 0.0015 0.0003 

coverage        

median 0.000513 - - - 0.0305 0.0490 0.0017 

coverage        

90-100 - - - - - - - 

80-89 - - - - - - - 

70-79 - - - - - - - 

60-69 - - - - - - - 

50-59 - - - - - - - 
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Table A.5 

Comparison of the several algorithms. 
 

 

Dataset Metrics Undersampling Oversampling Bagging Boosting 

Mushroom F1 0.984 1.000 1.000 0.962 

 ROC 0.995 1.000 1.000 0.995 

 Precision 1.000 1.000 1.000 0.947 

 Recall 0.969 1.000 1.000 0.978 

Balance F1 0.930 0.918 ? ? 

 ROC 0.991 0.982 0.682 0.863 

 Precision 0.912 0.918 0.000 ? 

 Re call 0.949 0.918 ? 0.000 

Car F1 0.952 0.962 0.963 ? 

 ROC 0.997 0.992 0.995 0.897 

 Precision 0.966 0.962 0.963 ? 

 Recall 0.969 0.962 0.962 0.700 

Retention F1 0.997 0.842 0.867 0.807 

 ROC 0.997 0.864 0.927 0.829 

 Precision 0.997 0.846 0.866 0.807 

 Recall 1.000 0.860 0.868 0.808 

Breast F1 0.816 0.813 0.788 0.741 

Cancer      

 ROC 0.873 0.797 0.884 0.751 

 Precision 0.798 0.820 0.823 0.741 

 Recall 0.835 0.844 0.811 0.755 

Adult F1 0.997 0.855 0.829 0.902 

 ROC 1.000 0.931 0.871 0.956 

 Precision 0.999 0.856 0.834 0.903 

 Recall 0.995 0.855 0.842 0.905 

House Vote F1 0.979 0.917 0.957 0.954 

 ROC 0.977 0.979 0.956 0.992 

 Precision 0.982 0.917 0.951 0.954 

 Recall 0.977 0.917 0.956 0.954 
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