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ABSTRACT

FRACTIONAL FLUXON DYNAMICS IN LONG JOSEPHSON JUNCTIONS

Lawrence Antonio Rhoads, B.S

University of Houston-Clear Lake, 2020

Thesis Chair: Van Eric Mayes, PhD

In this thesis, I investigate the dynamics of fractional fluxons in two-gap Long

Josephson Junctions (LJJs). Due to time reversal symmetry (TRS) breaking within

the LJJ, a single fluxon may split into a bound pair of fractional fluxons, behaving as

a sort of quasi-molecule. While fractionated, the fluxon pair is bound together by an

interaction potential, which is repulsive at short distances, but attractive at longer

distances, relatively speaking. In order to induce TRS breaking, an external bias

potential and a pinning potential is introduced, representing an external current and

a micro-resistance, into the initial equation of motion, the Double Sine-Gordon Equa-

tion (DSG). Using a software called freefem++, I simulate a LJJ with experimental

parameters that allow for broken TRS, and so has fractional fluxon dynamics. After

confirming fractional fluxons were present, I calculate the tunneling rate through the

potential barrier for each fluxon. The tunneling rate was found to be in agreement

with previous results for a single fluxon for the large fluxon, and not for the smaller

fluxon.
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CHAPTER 1

OVERVIEW

Quantum computation is the study of computer systems that utilize the unique

properties of quantum mechanics in order to carry out operations that can solve prob-

lems in much less time than in classical computer systems[37]. The quantum nature of

the information carriers in a quantum computer allow for interesting applications that

are otherwise not possible. For example, factoring a 2048-bit-long number would take

a classical computer longer than the age of the universe, whereas a quantum computer

running at 100MHz would factor the number in a few hours [38]. This is possible due

to taking advantage of the superposition postulate of quantum mechanics.

In classical computation, every bit of information is in a definite state, usually

defined as being in the 1 or 0 state. In quantum computation however, quantum bits

(qubits) are usually in a state of superposition of ”1” and ”0”. This allows calcula-

tions to be carried out in parallel using the ”same” qubits, since they are not in any

particular state. As a consequence, if you built a quantum computer with N qubits

you would get a 2N increase in computing power as opposed to the non-exponential

behavior of classical computing. However, there are some challenges in using qubits

that need to be addressed before we can take advantage of this increase in computing

power. Since the qubit is in a state of superposition, any interaction with the sur-

rounding environment may cause the system to collapse into either state which makes

up the superposition, thus losing the superposition and any quantum behavior being

utilized for computation. This phenomenon is known as decoherence[11][41][48], and

it is one of the largest obstacles to building a quantum computer with many qubits.

Decoherence also poses a problem when trying to connect quantum computational

systems to classical systems. In order to read any information in the quantum com-
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puter, there must eventually be an interface with a classical readout machine, which

poses a danger to the stability of the quantum system doing the calculations.

In spite of these challenges the potential benefits of quantum computing outweigh

the imposing obstacles we face. Currently there is a great deal of research in the phys-

ical systems that can be used to create and manipulate qubits. Qubits can be made

out of many different systems and each system has its own benefits and detriments.

A quantum computer must have three factors to be viable; scalability, correctabil-

ity, and universal logic[37]. In order to achieve these characteristics, many different

physical systems are being researched, designed, and tested in order to create vi-

able quantum computers. Out of the many candidates for qubit systems there is the

possibility of using superconducting systems. Superconducting quantum computing

is an attractive alternative because such systems can be precisely fabricated using

existing technology to have a range of desirable properties[39][47][10]. In supercon-

ducting systems, there are many different ways to create a qubit and the necessary

logic gates required to manipulate them. There are charge qubits, such as the Cooper

Pair box[6], flux qubits[17], and phase qubits[40]. Josephson junctions are one way

to create these qubits and based on the designs and various properties of the device

we can create one or all three kinds of qubit.

A Josephson junction is a device composed of two weakly interacting supercon-

ductors separated by thin insulating layer. Josephson junctions have been a subject

of interest for a long time now, since the 1960s, and they still hold a central place in

both quantum computing and condensed matter research in general. One of the most

interesting things about Josephson junctions is that they are clear examples of have

macroscopic behaviors that are driven by quantum mechanics. The phase difference

of the magnetic flux inside a Josephson junction is a prime example[18] and is the

foundational phenomenon for this thesis.
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In this thesis, I will be examining the phase dynamics of a Long Josephson Junc-

tion (LJJ) made with two ”two-gap” superconductors, with a micro-resistor added in

and a bias current driven through it. This creates an ideal environment to exhibit an

unusual behavior in the magnetic flux which travel within the insulating layer of the

device. Under these conditions the flux quanta, called fluxons from now on, can be

separated into two distinct but bound ”fractional” fluxons long enough to observed.

Using the finite element method (FEM), I will demonstrate that the separation of

these fractional fluxons can be stable long enough to be observed experimentally.

I will show that with an appropriate choice of external parameters each fractional

fluxon has a distinct energy minima when pinned to the micro-resistor, and has a

small enough tunneling rate for experimental observation.

This thesis is divided into three parts. The first part explains the theoretical

background this research is based on. I review the Josephson effect(s) the different

equations of motion which describe Josephson junctions, then derive and examine the

main equation we will be working with, the double Sine-Gordon equation. I will also

briefly explain the mechanism behind the fractionalization of fluxons in multi-gap su-

perconducting Josephson junctions. In the Methods and Results chapter, I examine

the total potential associated with the inhomogenous (perturbed) double Sine-Gordon

equation, broken into external and interaction potentials. Then I review the Finite

Element Method as well the external and interaction potentials for fractional fluxons.

Then the numerical results are examined and confirmed via observation of the mag-

netic profiles for the solutions. Finally, I calculate of the macroscopic tunneling rate

for a fractional fluxon pair in a LJJ for a given set of experimental parameters in order

to ensure the fractional fluxons can be observed in experiment. In the conclusion,

I summarize the results of my research, discuss the implications and outline future

directions that may be pursued.
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CHAPTER 2

THEORETICAL BACKGROUND

2.1 Introduction

When talking about the dynamics of Josephson Junctions, it’s important to discuss

the theoretical underpinnings of the dynamics therein. The type of Josephson Junc-

tions we are interested in are called Long Josephson Junctions (LJJs). LJJs are

Josephson Junctions where one or more sides of the device is much longer than the

Josephson penetration depth λJ [17].

Among the various materials used to make LJJs, those made from iron-based su-

perconductors are of special interest[28]. These LJJs, under the right conditions, may

exhibit time reversal symmetry breaking[27], which allows for the loops of magnetic

flux (i.e fluxons) to separate into a bound pair of fractional fluxons.

LJJs are of interest for a variety of reasons ranging from SQUIDs, superconducting

single-electron transistors[21], to RSFQ digital electronics. However, it is the appli-

cations to quantum computing are the motivation behind this thesis. Fluxons can be

used as qubits and have several advantages to other qubit candidates. Fluxon qubits

exhibit significantly longer decoherence times than other types of qubits[32] and are

much easier to integrate with classical readout components.

2.2 Long Josephson Junctions

Long Josephson Junctions have been studied for a long time[43] and much progress

has been made in understanding how they work. A Long Josephson Junction is a

Josephson Junction where one dimension is significantly longer than the others. To

be more specific, in order to call a Josephson Junction a ”Long” Josephson Junction,
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Figure 2.1: Due to the broken time-reversal symmetry (BTRS) state, a single fluxon
can split into a bound pair of fractional fluxons.

at least one dimension needs to be much longer than the Josephson penetration

depth, λJ . LJJs are fabricated by placing an insulating material between two super-

conducting materials. The standard way to represent this is to refer to this design as a

Superconductor-Insulator-Superconductor (S-I-S) LJJ. There are other ways

to elicit the Josephson Effect, but I will not discuss them as the model in question

uses the S-I-S design.

Long Josephson Junctions made with iron based superconductors[28] experience

two Josephson effects, one from superconducting Cooper pairs tunneling within the

same electronic band as well as the Inter-band Josephson Effect which is tunneling

from one band to another. In some circumstances it is possible to have time reversal

symmetry break, which causes the magnetic flux quanta (fluxons) which form to

fracture into two coupled fluxons, which we call fractional fluxons. The properties

of these fractional fluxons will be discussed in detail later.

2.2.1 Josephson Effect

In 1962 Brian Josephson predicted that under certain conditions a supercurrent can

flow even without an applied voltage in a pair of superconductors weakly coupled

together with an insulating barrier, provided the barrier was thin enough[29]. This
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assembly is called a Josephson junction, and the current that flows between the

superconducting layers is called the Josephson Effect[8].

Assume a device constructed by taking two superconductors, A and B, with a

thin insulating barrier C separating them. We can define a ”pseudo-wave function”

which represents the wave functions of the Cooper pairs in each superconductor as

ΨL =
√
nL exp(−iϕL) where L is either superconductor A or B and nL is the density

of the electrons moving in the L-th layer. Then we let the potential difference across

the superconductor layers be written as 2eU where e is the charge of the electron.

Then for the system we have a two-state Schrödinger equation[1],

i~
∂

∂t

√nA exp(−iϕA)

√
nB exp(−iϕB)

 =

eU K

K eU


√nA exp(−iϕA)

√
nB exp(−iϕB)

 (2.1)

with K being some constant that will depend on the actual LJJ. Solving the equation

gives the following solutions[9]:

ṅA =
2K
√
nAnB
~

sin ∆φ (2.2)

ṅB =−
2K
√
nAnB
~

sin ∆φ (2.3)

ϕ̇A =− 1

~
(eU −K

√
nB
nA

cos ∆φ) (2.4)

ϕ̇B =
1

~
(eU −K

√
nA
nB

cos ∆φ) (2.5)

where ∆φ = ϕB −ϕA. Note that nL is the charge carrier current density, so the time

derivative of nL can be interpreted as the current flowing through the superconductor.

Then the equations we use to describe the Josephson Effect are,

Is = Ic sin(∆φ) (2.6)

V =
~
2e

∂∆φ

∂t
(2.7)

6



where Is is the superconducting current and Ic is the critical current, the maximum

super-current the junction can handle, and V is the voltage. The term ∆φ is the

phase difference of the two superconductors. Using the above form is difficult to use

because the phase difference doesn’t have gauge invariance,which can be addressed

by substituting,

γ ≡ ∆φ− (
2π

Φ0

)

∫ −→
A • ds

with
−→
A being the vector potential, not to be confused with superconductor A. Then

the ideal Josephson junction is described by the following equation,

Is = Ic sin(γ) (2.8)

The term γ is used to address the issue of the lack of gauge invariance in the phase

difference between A and B. If there is no magnetic field present then γ and ∆φ are

equivalent. For the remainder of the thesis we will be signifying the phase difference

between the two superconductors by ∆φ = φ and most of my results assume there is

no external magnetic field being applied.

2.2.2 Inter-band Josephson Effect

The previous section dealt with the classic Josephson Effect, where current runs

between two superconductors. There is another type of Josephson Effect that can

exist in certain types of superconductors. In multi-gap superconductors such as iron-

pnictides[35], there can be a phase difference that exists between different electron

condensates (or bands) within the same superconductor. This is called the inter-

band Josephson Effect, and for some Josephson junctions, it can complicate the

phase dynamics in the system.

This inter-band phase difference, which we will denote as χ arises from the tun-

neling of Cooper pairs from one electronic band to another within the same layer.

7



Because multi-gap superconductors have more than a single tunneling channel, they

are described with multiple ”pseudo-order parameters”, which will be further ex-

plained in the coming sections. In this thesis, I will specifically deal with two-gap

superconductors, which have two tunneling channels for Cooper Pairs, for the s-band

and the d-band condensates.

2.3 Phase Dynamics

The phase dynamics within a LJJ can be modeled using Ginzburg-Landau theory for

superconductors. This model describes the behavior using a complex psuedo-order

parameter, Ψ` = ψ` exp(−iθi) which describes the phase in the `-th layer. ψ` is the

amplitude and θi is the phase angle in the i-th electronic band. The inter-band pairing

of electrons depends on the relative phase difference between different bands in the

same superconductor layer, χ` = θs` − θd` . The description of the energy of a two-gap

LJJ can be written as a Hamiltonian,

H = fs
`(|ψs

`|2) + fd
` (|ψd

` |2)− Vss|ψs
`|2 − Vdd|ψd

` |2 − Vsd(ψ∗s` ψ
d
` + ψ∗d` ψ

s
`) (2.9)

Where f` is the free energy for the s or d band in the `-th layer, and V is the

potential between electrons in the same band or in different bands. f s` (|ψi`|2) is the

kinetic energy of electrons in the i-th band. If there is no disruption of the time

reversal symmetry of the system then the last term would go to zero or when there

is no inter-band contribution at all.
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2.3.1 Time Reversal Symmetry

When a LJJ is created with J < 0, the system exhibits time-reversal symmetry

(TRS), which is the property that when

t→ −t

then,

Ψ` → Ψ∗`

and nothing changes with respect to the system.

However, in two-gap LJJs there are instances when this symmetry is broken. We

call this the Broken Time-Reversal Symmetry (BTRS) state[45][22]. When a

LJJ is in the BTRS state,

Ψ` 6= Ψ∗`

which leads to the inter-band energy contribution in H, not being canceled out in the

Hamiltonian, ψ∗s` ψ
d
` + ψ∗d` ψ

s
` 6= 0, which leads to the need to use a different equation

of motion for the phase dynamics.

2.3.2 Single Fluxon

A single fluxon is modeled by the sine-Gordon equation (SGE)[4],

φtt − φxx + sin(φ) = 0 (2.10)

and has two solutions, one for ”breathers” and one for ”kinks”. The solution we are

interested in is the kink solution,

9



φ(x, t) = 4 arctan(exp(γ(x− νt))) (2.11)

where γ is,

γ =

√
1

1− ν2
. (2.12)

Note that these equations and solutions are normalized[24] using the Josephson

penetration depth λJ and the Josephson plasma frequency ωp, and ν is the velocity

of the fluxon normalized to the Swihart velocity c̄ = λJωp. There many ways to solve

the SGE to get this solution, and when a two-gap LJJ is in the TRS state, this is the

correct way to model the fluxon behavior.

However when time-reversal symmetry is broken, there are additional effects due

to the inter-band Josephson effect previously discussed and it becomes necessary to

use the Double sine-Gordon Equation (DSG) to model the fluxon behavior.

2.3.3 Fractional Fluxons

In the case of multi-gap LJJs, we must use the double Sine-Gordon equation[20][13][25],

φxx − φtt + sinφ+
J

2
sin2φ = 0 (2.13)

The coefficient J is given by the parameters of the LJJ. When J ≤ 1 the Sine-Gordon

equation describes the system, but when J > 1 we must use the double Sine-Gordon

equation. The kink solution for this equation can take two forms, one for the larger

fluxon and one for the smaller fluxon. The next section will solve the DSG equation

and after we will find some qualitative information about how the fluxons fractionate.

The two solutions are complementary, meaning that they add together to the

single fluxon solution. This is why they are treated as ”fractional” fluxons rather

10



than distinct fluxons. This is also a good way to check the integrity of our solutions,

since if they don’t add together into a single fluxon, they can’t be considered true

fractional fluxons.

2.3.3.1 Solutions to the Double Sine-Gordon Equation

The DSG equation can be rewritten into

φxx − φtt − sinφ[1− J cosφ] = 0.

We then make the following assumptions concerning φ. First, let φ be a function such

that φ(x, t) : x ∈ R, t > 0. Second, let φ be a smooth, continuous function with the

derivative at x = ±∞ be zero. Now we make a substitution so that φ is a function

of the collective coordinate (ζ = x− νt). Making the change of variables,

(
1− ν2

) ∂2φ

∂ζ2
= sinφ[1− J cosφ].

We then make use of the power rule for derivatives on the LHS,

(
1− ν2

) 1

2
d

(
dφ

dζ

)2

= sinφ[1− J cosφ]dφ.

Letting (u = 1− J cosφ) we integrate the RHS, and after a bit of algebra we are

left with

dφ

dζ
=

±1√
J (1− ν2)

(1− J cosφ). (2.14)

The ”±” lets us choose whether we will be solving for kinks or anti-kinks, so the

choice is a little arbitrary, as we can always adjust our coordinates to fix it if we need

to.
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Regardless, this sets us up for the integral∫
dφ

1− Jcosφ
=

∫
±dζ√

J (1− ν2)

The integral on the LHS is evaluated from some arbitrary initial point ζ0 to ζ,

∫ ζ

ζ0

dφ

1− Jcosφ
=

∣∣∣∣ζ
ζ0

−
2
(

tanh−1
(√

J+1
J−1

tan
(
φ(ζ)

2

))
− tanh−1

(√
J+1
J−1

tan
(
φ(ζ0)

2

)))
√
J2 − 1

which makes the LHS and RHS,

−
2
(

tanh−1
(√

J+1
J−1

tan
(
φ(ζ)

2

))
− tanh−1

(√
J+1
J−1

tan
(
φ(ζ0)

2

)))
√
J2 − 1

=
±(ζ − ζ0)√
J (1− ν2)

.

Taking the negative solution, letting (ζ0 = 0), and solving for (tan
(
φ(ζ)

2

)
)

tan

(
φ(ζ)

2

)
=

tanh
(
ζ
√

J2−1
4J(1−v2)

+ tanh−1
(√

J+1
J−1

tan
(

(φ(0)
2

)))
√

J+1
J−1

(2.15)

From here φ(0) may take on two values, either 0 or π. This is due to the boundary

conditions we set earlier. Letting φ(ζ = 0) = 0 and solving eq. 2.15 for φ(ζ) results

in

φ(ζ) = 2 tan−1

(√
J − 1

J + 1
tanh

(√
J2 − 1

4J (1− v2)
ζ

))
(2.16)

If we take φ(ζ = 0) = π we then get,

φ(ζ) = 2 tan−1

(√
J − 1

J + 1
coth

(√
J2 − 1

4J (1− v2)
ζ

))
(2.17)

These two solutions represent the fractional fluxons in the system. Substituting some

of the values to make it cleaner we can represent these solutions as,

φ> = 2 tan−1(a tanh(bq)) a =

√
J − 1

J + 1
(2.18)

φ< = 2 tan−1(a coth(bq)) b =

√
J2 − 1

4J
(2.19)

q =
ζ√

1− v2

12



Where eq. 2.18 is the larger fluxon and eq. 2.19 is the smaller fluxon. As for the

constants a and b, they clearly scale the kink as J grows. It is notable that as J

Figure 2.2: It is clear that as J becomes increasingly greater than 1, a and b approach
each other.

increases, they quickly approach each other. Figure 2.2 shows another interesting

quality for these constants, and that is that a→∞ as J gets closer to 1. This shows

why the regime for the DSG is for values of J > 1.

2.3.4 Fractional Behavior

Consider the DSG equation in the previous subsections. Looking at the behavior

of the equation of motion we can tease out some qualitative behavior that can be

used to motivate our numerical study[7]. For example, if we take a look at the terms

sinφ + (J/2) sin 2φ we can get a feel for how the fluxon(s) should behave when the
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boundary condition φ′(x = ±∞) = 0 is applied.

sinφ+
J

2
sin 2φ = 0

sinφ(1 + J cosφ) = 0

This implies that either φ = 0 or φ = nπ, which we made use of in solving the DSG,

and also,

1 + J cosφ = 0

φJ → φ = cos−1(
1

J
) (2.20)

Which gives us a way to bound the fractional behavior of the system.

In the case of J > 1 the fractional fluxons will distribute over space such that the

first fluxon will increase like φ(x = −∞) = −φJ to φ(x = +∞) = φJ . The second

fluxon will then go from φ(x = −∞) = φJ to φ(x = +∞) = 2π − φJ . Note that the

phase difference φ(x = +∞)− φ(x = −∞) has for the two fluxons,

φ< =
φJ
π

Φ0, φ1 <
Φ0

2
(2.21)

φ> = (1− φJ
π

)Φ0, φ2 >
Φ0

2
(2.22)

where Φ0 is the single fluxon value. Clearly we can label φ< to be the small fluxon

and φ> the large fluxon.

2.4 Nonhomogeneous Double Sine-Gordon Equation

When considering a LJJ with a micro-resistance implanted into some part of the

device and running a bias current through the device, we must add a term to the
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DSG[42] and treat it a a perturbation[44],

φxx − φtt + sinφ+
J

2
sin2φ = F. (2.23)

Considering a dissipation-less system, F contains a term for the bias current and the

micro-resistance[36],

F = ε sin(φ)δ(x− xi)− fb, (2.24)

where δ(x− xi) is the delta Dirac distribution, fb is the bias current and ε > 0 is the

normalized strength of the micro-resistance[30]. ε is defined as,

ε =
(jc − j′c)b
jcλJ

(2.25)

where λJ is the Josephson penetration depth, and jc, j
′
c is the critical current density

and reduced critical current density near the micro-resistance respectively. Experi-

mentally the value of the sheet resistance from such a set up has been found to be

around 1Ω[3]. In order to justify the use of the delta Dirac distribution to model the

micro-resistance, we need b << λJ , which will set the limit ε << 1. For the rest of

this work, for convenience we will set J/2 = J since it is a constant.
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CHAPTER 3

METHODS AND RESULTS

3.1 Introduction

This chapter discusses the numerical simulations I performed on a fractional fluxon

pair pinned in a LJJ by a single micro-resistance at some point in the LJJ. The

external potential is comprised of the bias current and the pinning potentials. We

neglect the dissapative terms[6] as well as the critical current fluctuation.The external

potential, Uext = Ubias+Upin, can be calculated for both the single fluxon as well as the

fractional fluxon pair. For the fractional fluxon, there is also an interaction potential,

Uint = Uattr + Urep, which will be investigated but, as we will see, seems to have a

small effect on the behavior of the fractional fluxon, and for our purposes may be

neglected without changing the system’s behavior.

First, we will calculate the local minimum for the fractional fluxon pair, then we

will use those values to solve the Double Sine Gordon equation for the fluxon pair

using the finite element method (FEM). We will then plot the magnetic profiles to

see if the separation can be observed, then the macroscopic quantum tunneling rate Γ

will be calculated to ensure that the pair will be pinned to the micro-resistance long

enough to be observed. It will also be shown that the interaction potential doesn’t

affect the simulation for the fluxon pair that much and can be neglected without

losing the fractional behavior of the fluxon in the LJJ.

3.2 Local Minima

We can find the local minimum of the total potential for a fractional fluxon pair by

fixing the bias current, pinning resistance, and the inter-band Josephson coefficient,
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Figure 3.1: A plot of the external potential of the greater fluxon with J= 1.15,
f=0.03, and epsilon = 0.85.

then using a minimization algorithm to find q1 and q2. Using a simple script found in

the appendix, we found the minima for each fluxon to be at a different point in the

LJJ, as we will see in a moment. First, I shall define the potential functions used in

the minimization.

3.2.1 External Potential

The external potential is the potential due to the bias current and the micro-resistance,

respectively called the bias potential and the pinning potential, and is found an-

alytically using methods from references [12] and [15] to be
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Figure 3.2: A plot of the external potential of the lesser fluxon with J= 1.15, f=0.03,
and epsilon = 0.85.

Uext = Ubias + Upinning Total external potential

Ubias = −
2∑
i=1

∫
fiφidx Bias potential

Upin =
2∑
i=1

∫
εiδi(x− x0

i )(1− cosφi)dx Pinning potential

where φ1 and φ2 are the large and small fluxon respectively. For the single fluxon, we

use the solution for the Sine-Gordon equation. Substituting φ(x, t) into the potential

functions we get,

Uext = −2πfq − 2ε

cosh2(q)
. (3.1)

This potential has a meta-stable point, which the fluxon may arrive at if f and

ε are chosen correctly. In order to see if there is a similar meta-stable point for the

case when there are fractional fluxons, we need to use the solutions for each fluxon
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J f ε qmin = (q1, q2)

1.15 0.03 0.85 (0.005,−1.565)
1.15 0.01 0.85 (0.005,−2.175)
1.15 0.005 0.85 (0.005,−2.525)
1.10 0.03 0.85 (0.005,−1.475)
1.10 0.01 0.85 (0.005,−2.085)
1.10 0.005 0.85 (0.005,−2.445)
1.05 0.03 0.85 (0.005,−1.275)
1.05 0.01 0.85 (0.005,−1.925)

Table 3.1: Local minima for the external potentials for each fractional fluxon.

and see if there is a minima for both or neither solution. Substituting the solutions

for the Double Sine-Gordon Equation into the above equations, we find the external

potential Uext for φ1 and φ2 to be,

U1
bias = −4 tanh(a)f1q1 (3.2)

U1
pinning = 2ε1[1− 1

1− a2 tanh2(q1)
] (3.3)

U2
bias = −[2π − 4 tanh(a)]f2q2 (3.4)

U2
pinning = 2ε1[1− 1

1− a2 coth2(q2)
] (3.5)

Thus,

Uext = U1
ext(q1) + U2

ext(q2) (3.6)

Where each qi =
xi − νt√

1− ν2
.

Note, each external potential is only dependent on one fluxon. Notice in Table 3.1

that the minima for the large fluxon is fairly stable compared to the smaller fluxon.

This may be a result of the relative size of the fluxons, such that the smaller fluxon

may be more sensitive to the external parameters than the larger fluxon. At this

point we have not yet included the interaction potential between the two fractional

fluxons.
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3.2.2 Interaction Potential

Unlike the case with a single fluxon, there is an interaction potential between the

fractional fluxon pair that needs to be considered, and comes in two parts. There is

an attractive potential, and a repulsive potential,

Uint = Uattr + Urep Total interaction potential

Uattr = C1
a2m1

sol

2b2(1 + a2)
ln(cosh2(bq) + a2sinh2(bq) Attractive potential

Urep = 4C2a
2b

∫ ∞
−∞

ABdx′ Repulsive potential

where C1 and C2 are constants and,

A =
1

cosh2(x′) + a2 sinh2(x′)

B =
2

−(1 + a2) + 1
2
(−1 + a2)K

with

K = cosh(2x′) cosh(2bq)− sinh(2x′) sinh(2bq)

and

q = q1 − q2.

The repulsive part of the interaction potential is not easy to integrate, and so instead

of solving it analytically it was numerically integrated and then a fitted function

was found that approximated the solutions with an appropriate choice of coefficients,

found in Table 3.2,

Urep ≈
k1

2

[
exp(−k2(bq)2)

1

cosh(k3bq)

]
. (3.7)
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J k1 k2 k3

1.05 0.252264 0.85 1.27
1.10 0.456957 0.82 1.23
1.15 0.634137 0.75 1.23

Table 3.2: Numerical constants for the fitted function used for the repulsive poten-
tial.

Bias Current f 0.03
Micro-Resistance ε 0.85

Josephson Coefficient J 1.15

Table 3.3: Experimental Parameters for the FEM Computations

3.3 Numerical Analysis

I used FEM to solve the Double sine-Gordon equation using a fixed set of param-

eters. Previous work has discussed the validity of this method for the sine-Gordon

equation[5], but I will show the stability in coming sections for completion. The table

below describes the values for each parameter I fixed for each run. I used an open

source software called freeFEM++[26] to run the program, and based my script on

a one written by Caputo et.al[14] for Y-junctions. I found that the interaction po-

tential doesn’t play a significant part in the overall behavior of the system. Whether

the interaction terms are included or not doesn’t seem to affect the fracturing in any

noticeable way.

Consider a scalar product of two functions in L2(Ω) space

(φ, ψ) ≡
∫

Ω

φψ dxdy.

The function φ is the same one in the Double Sine-Gordon equation, while ψ is

called the ”test function”[46] and only needs to be able to complete the inner product
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space along with φ. Then, we use the scalar product to integrate the Double Sine-

Gordon equation using Green’s Theorem to find the ”weak” form of the equation.

Using a two step discretization, we approximate the second derivative with respect

to time as

∂2φ

dt2
⇒ 1

(∆t)2

(
φn+1 − 2φn + φn−1

)
(3.8)

where n ∈ N is the n-th time step and ∆t is the time step size. The average of the

Laplacian can be written by adding φn and φn+ 1 and dividing by
1

2
,

〈∇φ〉 =
1

2

(
φn+1 + φn

)
. (3.9)

Note, The choice to use φn and φn+ 1 is so that at the initial time there will be

a non-zero term for the Laplacian (section 3.2 of ref[46]). Combining all the terms

and multiplying the DSG by ψ gives the final weak form for the perturbed Double

Sine-Gordon Equation

1

(∆t)2
(φn+1 − 2φn + φn−1, ψ)

−1

2
(φn+1 + φn, ψ) + (sin(φn), ψ) +

J

2
(sin(2φn), ψ)

+(f + εδ(x) sin(φn), ψ) = 0.

(3.10)

A short note on the Dirac distribution δ(x) in the perturbation. Since this dis-

tribution cannot be inputted into a numerical analysis, I used an approximate form

which in the limiting case (as α→ 0) approaches the same behavior as δ(x),

δ(x) = lim
α→0

1

α2
√
π

exp(−x
2

α2
). (3.11)

After some trial and error, I used the value α = 0.005 for my simulations as it was

small enough to perform as a Dirac delta distribution while keeping my run time

short enough to be productive.. This equation needs to be tested for stability, and

we will do that using the conservation property of hyperbolic PDEs.
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3.3.1 Stability

By keeping the time step ∆t small the numerical simulation can be kept stable,

and the stability can be checked by computing the energy of the system over the

total simulation time. The time discretization method is stable according to the Von

Neumann analysis and the weak form of the energy is conserved up to order O(h4)[14]

where h is the size step of the mesh, which in my case is h = 1.0002.

The energy of the system can be written in two parts,

dε = Ehomo + Epert (3.12)

where the two terms are the energy for homogeneous part of the equation and the

energy for the perturbation. Plugging in the forms for each term of the energy we

get,

∫
dε =

∫
d(

1

2
(φ2

t + φ2
x) + (1− cosφ) +

1

2
(1− cos(2φ))

+fφ+ εδ(x− x0)(1− cosφ)).

(3.13)

For the numerical simulation, the energy is discretized using,

dφ

dt
⇒ φn+1 − φn−1

2∆t

so the equation becomes

∫
dε =

∫
1

2
d

((
φn+1 − φn−1

2∆t

)2

+ (∇φn)2

+2(1− cosφn) + (1− cos(2φn))

+2fφ+ 2εδ(x− x0)(1− cosφ))

)
.

(3.14)

The plots of the total energy and the relative energy error show that the simulation
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Figure 3.3: The energy plotted with ∆t = 0.0075 shows that the simulation is stable
with the mesh element size at h = 1.002.

Figure 3.4: A plot of the relative energy error
|En− < E > |

< E >
where En is the energy

at the n-th timestep and < E > is the average of the computed energies in the system
over the simulation time.
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conserves energy over the simulation time and so is stable. This means that we can

have confidence in our system’s results concerning the behavior of the fluxon in our

LJJ.

3.4 Numerical Solutions

Figure 3.5: Plotting φ vs x shows that the single fluxon splits into a large and small
fluxon with J > 1.

After running several numerical simulations using different values for parameters

J , f , and ε, I did find fractional behavior in the LJJ. I have added the FEM script to

the Appendix, as well as the script for the calculation of the external potential minima.

By plotting φ over the x-direction it’s noticeable at several times ∆t that the single

kink has become a double kink, as shown in Figure 3.5. It was not necessary to include

the y-direction because the direction of travel for the kink solution we initialized for

the DSG equation was made to be one dimensional. The micro-resistance was 2-D,

because we found that the kink would warp around the micro-resistance if we made
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it 1-D, which spoiled our simulations. However, it should be noted that many of the

runs were quite noisy, so in order to be completely certain that what I was getting

was in fact a true separation into two fractional fluxons, we needed to confirm their

existence with an additional method of analysis.

3.5 Magnetic Profiles

One way to observe whether or not a fluxon did in fact split into a fractional fluxon

pair is to view the magnetic profiles of the resulting flux and see if it is bimodal

in shape. The magnetic profile is found by taking the derivative of our numerically

calculated φ and plotting it over the mesh in one dimension. It is clear that after

some time has elapsed in the simulation, the initial fluxon splits into two unequal

fluxons.

Plotting the magnetic profiles for our simulations at different t, we see that there

is a point in the simulation where the fluxon splits into a fractional fluxon pair. At

the start of the simulation, ∆t = 0 (Fig 3.6), the magnetic profile shows only a single

mode which is indicative of a single fluxon, but at time ∆t = 20 (see Fig 3.7) you

can see there is a bimodal shape in the profile. This shows not only that there is

fractionalization, but that the separation is large enough to be measured.

There is a bit of instability on the coherence of the bound pair, most likely because

the fluxon pair is bound by a meta-stable potential, and so is naturally unstable.

With some tuning, it could be that there are optimal parameters for achieving longer

fractioning times. The question then remains whether the separation is maintained

long enough to be measured before the pair tunnel through the barrier provided by

the micro-resistance. This can be answered by calculating the macroscopic quantum

tunneling rate for each fluxon, which I will do in the next section.
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Figure 3.6: The initial magnetic profile show an unfractionated fluxon.

Figure 3.7: The magnetic profile at t=20 shows two distinct peaks which is indicative
of fractional fluxons.
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3.6 Macroscopic Quantum Tunneling

To calculate the quantum decay rate for a pair of fractional fluxons pinned in a two

gap LJJ, we follow the method described in Kato et.al[30] for calculating the tunneling

rate for a single pinned fluxon. Assuming the interaction between each fluxon pair is

weak, we can calculate the tunneling rate Γ for each fluxon separately. The tunneling

rate takes the form,

Γ = A exp−B (3.15)

where B is the (non-trivial) path that minimizes the action of the fluxon. We found

this when we found the minima for the external total potential. A is found as a func-

tion of the principle oscillation frequency at the meta-stable state ω0, the Josephson

plasma frequency ωp, and B. A and B can only be determined in the limited case

where the dampening coefficient, α +
β

3
is small enough to be ignored. This is the

case for most actual experiments, so we can obtain the following expression,

A =
√

60ω0ωp
( B

2π

)1

2 (3.16)

B = qi (3.17)

where qi is either the small or large fluxon minima.

Using the set parameters in Table 3.4 and the values for everything else from Kato

et.al[30], I calculated Γ for both fluxon while varying f and J. The average tunneling

rates for the fluxons were

< Γq1 >≈2.11X104 1

s
(3.18)

< Γq2 >≈4.37X106 1

s
(3.19)

where q1 and q2 are the large and small fluxon respectively. The tunneling rate for the

large fluxon are on the same order of magnitude with the tunneling rate calculated
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J f ε Γ1 Γ2

1.15 0.03 0.85 7.26× 104 6.18× 106

1.15 0.01 0.85 7.46× 104 1.38× 107

1.15 0.005 0.85 7.51× 104 2.12× 107

1.10 0.03 0.85 7.26× 104 5.48× 106

1.10 0.01 0.85 7.46× 104 1.23× 107

1.10 0.005 0.85 7.51× 104 1.92× 107

1.05 0.03 0.85 7.26× 104 4.17× 106

1.05 0.01 0.85 7.46× 104 1.01× 107

Table 3.4: Tunneling rates for large (φ1) and small (φ2) fluxons.

for the single fluxon case, Γ ≈ 2X104[1
s
]. The smaller fluxon had a much faster decay

rate, which is expected as the effective mass of the fluxon is less, and so the energy

required to tunnel passed the micro-resistance should also be less. These tunneling

rates are large enough to observe in a laboratory, which gives me confidence that the

pinned fractional fluxon pair is able to be experimentally verified.

Another way to examine the tunneling rates is to use equation 2.20 and equa-

tions 2.21 & 2.22 to find the approximate size of each fluxon as a fraction of Φ0. For

J = 1.15, we expect φ< ≈ 0.1644Φ0 and φ> ≈ 0.8356Φ0. This gives good support for

the disparate tunneling rates as the two fluxons are very different in size and why the

large fluxon’s Γ is so similar to the single fluxon’s value found in reference [30].
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CHAPTER 4

CONCLUSIONS AND FUTURE WORK

4.1 Future Work

From the results of this research and the more recent findings in both multi-gap

superconductors and quantum computing, there are several interesting directions for

this research to go. The most obvious direction is to construct a flux qubit out of a

two-gap LJJ, using a pair of micro-resistors to create a double well potential, and from

that make a two state system. Then examine the stability of the flux-pair qubit in a

noisy and dissipative environment, similar to the work done by Kim et. al for a single

fluxon qubit[34][6]. The type of material used to make the two-gap LJJ will need to

be investigated as well, so an investigation of fractional fluxons in different two-gap

materials will also need to be done. Additionally, the two-state qubit can be tested to

see how susceptible it is to decoherence by external interference[21], like when coupled

to a resonant cavity[32] or perhaps as a part of a multi-junction system[31][33].

It will also be necessary to determine the stability of the fractional state when

acting as information carriers in an array of coupled LJJs, which could be modeled

after the work done in reference [33]. Another interesting area of research that could

be promising is the affect multi-gap superconductors have when they are used to

make topological superconductors[16][19]. If there is BTRS state within a topologi-

cal multi-gap LJJ, how would the fractional fluxon pair behave? When introducing

an inhomogeneity like a micro-resistance[2] into a topological superconductor, you

change the topological order of the superconductor[23], which will affect the junc-

tion’s behavior as a topological superconductor. There is some work that has been

done investigating this phenomenon[49], but the results of this project could be used
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to further investigate the phase dynamics of topological superconductors where inho-

mogeneities complicate the picture.

4.2 Summary

In this thesis, I have demonstrated that in Long Josephson Junctions made using two-

gap superconductors there are circumstances where the fluxon within will fractionate

into a bound pair of fractional fluxons which are complementary to each other. I

have also shown that by inputting appropriate experimental parameters such as J ,

bias current f , and micro-resistivity ε, it is possible to induce this phenomenon.

The main mechanism behind the fractioning is the inter-band Josephson effect not

canceling out due to the system being in a state of broken time reversal symmetry.This

asymmetry causes the single fluxon to separate into two complementary smaller, but

not necessarily equal, fractional fluxons. I validated this by numerically solving the

semi-classical equation of motion for a LJJ, the double Sine-Gordon equation, with J

values greater than 1 and various values for f and ε using the finite element method.

I approximated the Dirac delta distribution in the micro-resistance term with a sharp

Gaussian function.

The results of my numerical analysis indicated that when J = 1.15, f = 0.03, and

ε = 0.85 fractionalization could be observed within the simulation time. Furthermore,

upon examining the magnetic profiles of numerical solutions for φ(x, t) we can see a

bimodal distribution indicating a separation of fluxons. Once it was confirmed that

separation took place, I calculated the tunneling rate Γ for both the large fluxon

and the small fluxon. I found that while the smaller fluxon had a much smaller

tunneling rate, the larger fluxon had a tunneling rate comparable to previous work

done with single fluxons. It is reasonable that the smaller fluxon had much shorter
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tunneling rate due to smaller relative mass compared to both the larger fluxon and a

single fluxon. From the qualitative examination of the DSG, we can see that this is

expected, as the smaller fluxon is ≈ 0.1644Φ0, at J = 1.15. Future work to be done

will be to investigate the phase dynamics with two micro-resistors acting as a double

well potential in order to create a flux qubit.
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be downloaded here:
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APPENDIX A

FREEFEM++ SCRIPT

// Replaced the mesh with a mesh symmetric about 0

real r0=-10.0,r1=10.0;

real s0=0,s1=1;

int n=999,m=1;

mesh Th=square(n,m,[r0+(r1-r0)*x,s0+(s1-s0)*y]);

//fespace Vh(th,[P1,P1]);

//Vh [uu,vv], [w,s];

plot (Th, wait=1);

// The quadratic Lagrangian elements to solve the DSG

fespace Vh(Th,P2);

// The space for the output

fespace Wh(Th,P1);

// Time discretization parameters

real Tf = 200.0; // Final simulation time

int M = 1000; // Number of steps

int Nwrite = 10; // write the results every Nw time steps

real dt = Tf/M; // time step

real dt2 = dt*dt; // dt^2

// inital conditions
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real L = 0.251; // the length of the LJJ

real u0 = 0.0; //the kink’s initial speed

real z = 1.00;

real x01 = 2.0;//the kink’s initial position

real x02 = -3.5;

real xp= 0.0; // The position of the microresistance

real yp= 0.00 ; // The position of the microresistance

real sq = sqrt(1.0-u0*u0); // inverse of the Lorentz factor

real J = 1.10; // The Josephson Coefficient

//real a=sqrt((J-1)/(J+1));

//real b= sqrt((J*J-1)/(4*J));

real f= 0.005; // Bias Current

real ep= 0.85; // Micro-Resistance

real alpha = 0.005 ;

// initialized first two time steps

Vh phi0 = z*4.0*atan(exp((x-x01)/sq)) + (1.0-z)*4.0*atan(exp((x-x02)/sq));

// kink shape at t=0

Vh phi1 = z*4.0*atan(exp((x-x01)/sq))+(1.0-z)*4.0*atan(exp((x-x02)/sq));

// kink shape at t=dt

Vh delta= 1.0*(1.0/(2*sqrt(alpha)*sqrt(pi))^2)*exp((-(x-xp)^2-(y-yp)^2)/(4*alpha));

// alpha = 0.005

//// We save the initial condition:

//// We save the initial condition:

Wh phiW; // projection variable belonging to the P1 space
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{

phiW = phi0;

ofstream file("Solution_SGE_0.txt");

file << "2 1 1 " << phiW[].n << " 2\n";

for (int k=0; k < phiW[].n ; k++)

file << phiW[][k] << endl;

// Weak formulation

Vh phi, psi;

Vh phiml;

Vh dphi = dx(phi);

int op = 1;

problem DSG(phi,psi,init=op,solver=CG) =

int2d(Th)(phi*psi + 0.5*dt2*(dx(phi)*dx(psi) + dy(phi)*dy(psi)))

+ int2d(Th)(0.5*dt2*(dx(phi0)*dx(psi) + dy(phi0)*dy(psi)))

+ int2d(Th)(((phi0 - 2.0*phi1) + dt2*sin(phi1)

+ dt2*(0.5*J)*sin(2.0*phi1)- dt2*f - ep*delta*dt2*sin(phi1))*psi);

// solving the DSG

// The main loop in time:

for (int j=1; j<=M; j++)

{

DSG;
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op = 1;

{

// save the current solution for the post-processing later:

phiW = phi;

ofstream file("Solution_SGE2" + j + ".txt");

file << "2 1 1 " << phiW[].n << " 2\n";

for (int k=0; k < phiW[].n ; k++)

file << phiW[][k] << endl;

}

phiml = phi0;

phi0 = phi1; phi1 = phi;

if (j % Nwrite == 0) // if the time to output the result has come:

plot(phi,fill=true,dim=3,cmm="Double Sine-Gordon with Bias current and Pinning",

ColorScheme=1);

}

}
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APPENDIX B

POTENTIAL MINIMIZATION SCRIPT

#include <stdio.h>

#include <math.h>

int main(){

double J=1.05,a,b,mg;

double q1,q2,q;

double U1,U2,U3,U4,U5,U6,U,f,ep;

int i,j;

FILE* output;

FILE* output1;

FILE* output2;

output = fopen("MQTPotential.txt", "w");

output1 = fopen("MQTPotential1.txt", "w");

output2 = fopen("MQTPotential2.txt", "w");

a=sqrt((J-1)/(J+1));

b=sqrt((J*J-1)/(4*J));

f=0.01;

ep=0.5;

for(i=0; i<=60; i++){
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for(j=0; j<=60; j++){

q1=-3+i*0.1+0.005;

q2=-3+j*0.1+0.005;

q = q1-q2;

mg=8.0*tanh(b*q1)*tanh(b*q2);

U1 = -(2*3.14-4*atanh(a))*(f)*q2;

U2 = 2*ep*(1-1/(1+(a)*(a)*(1/tanh(q2))*(1/tanh(q2))));

U3 = -4*atanh(a)*(f)*q1;

U4 = 2*ep*(1-1/(1+(a)*(a)*(tanh(q1))*(tanh(q1))));

U5 =((a*a)/(2*b*b))*(mg/(1-a*a))*log(cosh(b*q)*cosh(b*q)+a*a*sinh(b*q)*sinh(b*q));

U6 = 0.5*0.252264396*(exp(-0.85*b*q*b*q)+1/cosh(1.27*b*q));

U= U1+U2+U3+U4+U5+U6;

fprintf(output, "%f\t%f\t%f\n", q1,q2,U);

}

}

for(i=0;i<200;i++){

q1=-10+i*0.1+0.005;

U1 = -(2*3.14-4*atanh(a))*(f)*q1;

U2 = 2*ep*(1-1/(1+(a)*(a)*(1/tanh(q1))*(1/tanh(q1))));

U3 = -4*atanh(a)*(f)*q1;

U4 = 2*ep*(1-1/(1+(a)*(a)*(tanh(q1))*(tanh(q1))));
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fprintf(output2, "%f\t%f\n", q1,U1+U2);

fprintf(output1, "%f\t%f\n", q1,U3+U4);

}

fclose(output);

fclose(output1);

fclose(output2);

}
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